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M. F. Blair 
Manager, Heat Transfer Technology, 

United Technologies Research Center, 
East Hartford, CT 06108 

Mem. ASME 

An Experimental Study of Heat 
Transfer in a Large-Scale Turbine 
Rotor Passage 
An experimental study of the heat transfer distribution in a turbine rotor passage 
was conducted in a large-scale, ambient temperature, rotating turbine model. Heat 
transfer was measured for both the full-span suction and pressure surfaces of the 
airfoil and for the hub endwall surface. The objective of this program was to 
document the effects of flow three dimensionality on the heat transfer in a rotating 
blade row (versus a stationary cascade). Of particular interest were the effects of 
the hub and tip secondary flows, tip leakage, and the leading-edge horseshoe vortex 
system. The effect of surface roughness on the passage heat transfer was also 
investigated. Midspan results are compared with both smooth-wall and rough-wall 
finite-difference two-dimensional heat transfer predictions. Contour maps of Stan
ton number for both the rotor airfoil and endwall surf aces revealed numerous regions 
of high heat transfer produced by the three-dimensional flows within the rotor 
passage. Of particular importance are regions of local enhancement (as much as 
100 percent over midspan values) produced on the airfoil suction surface by the 
secondary flows and tip-leakage vortices and on the hub endwall by the leading-
edge horseshoe vortex system. 

Introduction 
It is well established that the aerodynamics and heat transfer 

occurring in turbine passages are strongly three dimensional 
in nature. These complex flows occur in both stator and rotor 
passages due to a variety of viscous and inviscid flow mech
anisms. Viscous effects, in the form of boundary layers and 
wakes, produce flow three dimensionalities on all passage sur
faces of both stators and rotors. Inviscid effects, though pres
ent for any three-dimensional airfoil geometry, are more 
important for rotor passages where the rotating frame of ref
erence produces additional three dimensionalities in the flow. 

To date, most of the experimental work aimed at under
standing and documenting the effects of turbine passage three 
dimensionalities has been conducted in stationary cascades. 
These experiments have produced a large volume of high-
quality aerodynamic and heat transfer data, which are available 
to the computational community for assessing turbine-passage 
predictions. For example, the complexities associated with cas
cade endwall boundary layers are discussed thoroughly by both 
Langston et al. (1977) and Sieverding (1985). An excellent 
compilation of up-to-date stator airfoil heat transfer data is 
given by Hylton et al. (1983) while Graziani et al. (1980) and 
Harvey et al. (1989) provide detailed information about three-
dimensional heat transfer effects on both airfoil and endwall 
surfaces. 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-195. Associate Technical 
Editor: L. S. Langston. 

Due to the experimental difficulties involved, only a limited 
number of heat transfer studies have been conducted in rotor 
passages. The results presented by Lokay and Trushin (1970). 
Dunn and Hause (1982), Dunn (1986), Dunn et al. (1989), 
Guenette et al. (1989), and Blair et al. (1989) comprise, to the 
author's knowledge, all of the data containing rotation effects 
that are currently available in the open literature. 

At least four important factors that influence turbine rotor 
passage heat transfer distributions are only present in full-
stage (stator/rotor) turbine models with rotation: (1) The flow 
field entering the rotor passage is highly unsteady as it contains 
airfoil wakes, turbulence, and secondary flows generated in 
the upstream stator. This combination of periodic and random 
disturbances produces earlier boundary layer transition and 
significant enhancement to the overall level of heat transfer. 
(2) The secondary flows emerging from the upstream stator 
induce other secondary flow effects within the rotor passage. 
The data of Joslyn and Dring (1989, 1992) have established 
that stator-induced secondary flows move preferentially to
ward the hub endwall where they produce particularly strong 
effects. (3) The "relative eddy," an inviscid mechanism pro
duced by the vorticity due to the rotating frame of reference, 
can create significant secondary flow effects on rotor pressure 
surfaces (see Dring and Joslyn, 1983). This phenomenon can 
only be produced in a rotating model. (4) Accurate simulation 
of tip-leakage-vortex effects requires rotation. Although some 
tip-leakage effects (e.g., heat transfer to the tip itself) can be 
very accurately modeled without rotation effects, the tip-leak
age-induced enhancement of the suction surface heat transfer 
can only be properly simulated in a rotating passage. 
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The primary objective of this program was to document the 
effects of flow three dimensionality on the heat transfer in a 
rotating blade row (versus a stationary cascade). Of particular 
interest were the effects of the hub and tip secondary flows, 
tip leakage, and the leading-edge horseshoe vortex system. The 
effect of surface roughness on the passage heat transfer was 
also investigated. 

Modeling of turbine passage aerodynamics has progressed 
to the stage where prediction of the inviscid flow effects in 
multiple blade rows is well in hand. For example, both Ni and 
Bogoian (1989) and Denton (1992) have demonstrated the ca
pability to predict accurately both airfoil pressure distributions 
and the effects of the relative stator/rotor motion. Develop
ment of prediction techniques that include the effects of vis
cosity, however, is less complete. As demonstrated recently by 
Dorney and Davis (1991), three-dimensional Navier-Stokes 
procedures can, at very high computational cost, accurately 
predict the flow through a single airfoil row. Restrictions in 
grid resolution and inadequacies in turbulence modeling, how
ever, currently inhibit the prediction of local flow phenomenon 
(e.g., the endwall skin friction) for multiple blade row appli
cations. 

Accurate analytical models for turbulent heat transfer in the 
extremely hostile environment of the gas turbine airfoil, e.g., 
high levels of free-stream unsteadiness (both periodic and ran
dom), local separations, and strong surface curvature still need 
to be developed for two-dimensional flows. It is certain that 
even more turbulence-model-development problems will be en
countered in the computation of the three-dimensional flows 
of the full-span turbine airfoil and endwall. A secondary ob
jective of the present study was to provide a benchmark-quality 
data base for the assessment of such computational procedures. 

A comprehensive discussion of this experiment is given by 
Blair (1991). This report contains detailed descriptions of the 
experimental apparatus, instrumentation, and techniques em
ployed. In addition Blair (1991) presents both the turbine airfoil 
coordinates and the rotor-passage heat transfer data in tab
ulated form. 

The results of this study have demonstrated that three-di
mensional flows within the rotor passage produced local re
gions with significantly enhanced heat transfer rates (as much 
as 100 percent over midspan values). Increased surface rough
ness also significantly increased heat transfer rates for all lo
cations on both the airfoil and endwall (as much as 100 percent 
relative to the smooth-wall data). Midspan heat transfer pre
dictions of the STAN-5 boundary layer code with the van Driest 
(1956) "modified-mixing length" turbulence model produced 
excellent agreement with data over a factor-of-ten range in 
surface roughness. ' 

Experimental Equipment 

Turbine Model. All experimental work for this program 
was conducted in the United Technologies Research Center 
Large Scale Rotating Rig (LSRR), a facility designed for con
ducting high spatial-resolution investigations of flow within 
turbine and compressor blading. For the present program the 
turbine test section was arranged in the 1 1/2 stage (statorl/ 

rotor/stator2) configuration. The turbine model has 22 first-
stage stator airfoils. 28 first-stage rotor airfoils, and 28 second-
stage stator airfoils. The turbine model simulates a relatively 
heavily loaded machine with a hub/tip radius ratio of 0.8. All 
three airfoil rows have solidities and aspect ratios very near 
unity: When operating at design conditions the turbine (at 
midspan) has a flow coefficient (Cx/U) of 0.78, a rotor relative 
inlet flow angle (0,) of 40 deg, a stage loading coefficient 
(CpAT/U2) of 2.8, and 34 percent static pressure reaction 
(APSrotor/ARSstage). The axial spacing between the first stator 
and the rotor was 50 percent of the average of the first-stage 
stator and rotor axial chords (Bx). The axial spacing between 
the rotor and the second stator was 63 percent Bx. The rotor 
tip clearance was 0.060 inches or 1 percent span, which is typical 
for current aircraft engine design. 

Rotor-Passage Heat Transfer Model. The rotor airfoil and 
the hub endwall test models were constructed of low-conduc
tivity rigid foam covered by an electrically heated, stainless 
steel foil skin. The test models were designed so that a nearly 
uniform heat flux could be applied over the entire surface of 
a single rotor passage (rotor hub endwall and the pressure and 
suction surfaces of a pair of adjacent rotor airfoils). The tech
niques employed to construct the rotor passage test models 
were developed and thoroughly assessed as part of previous 
programs (Blair, 1983; Dring et al., 1986). Care was taken to 
assure that the heater power buss bar arrangement produced 
extremely uniform current density within the heater foil. Cor
rections for changes in local resistivity due to foil temperature 
were incorporated into the data reduction equations. Evalu
ation tests, conducted with simple two-dimensional flows, 
demonstrated that these techniques could be used to measure 
convective coefficients within 2 percent of predicted values 
(Blair, 1983). 

The use of rigid urethane foam for the models' substrate 
ensured that conduction errors (back-losses and transverse 
smearing) were minimized. Calculations indicate that even in 
a region with a lateral gradient of heat transfer coefficient of 
40 percent per cm, local coefficients could be measured within 
an accuracy of 5 percent (Graziani et al., 1980; Blair, 1983, 
1985). 

The hub-endwall heat transfer distributions were obtained 
using a foam/heated-foil model mounted in a relief cut into 
the rotor hub. The heated endwall surface extended axially 
from 3.8 cm. (0.24 Bx) upstream of the rotor leading edge to 
3.3 cm. (0.21 Bx) downstream of the rotor trailing edge (total 
axial heated length of 23.2 cm). Circumferentially, the heated 
surface covered the entire endwall between the instrumented 
airfoils and extended to approximately midway across the end-
walls of the two adjacent passages (total circumferential extent 
of approximately 2 rotor airfoil pitches). 

With this arrangement the endwall heating foil passed be
neath the bases of the two instrumented heat transfer airfoils. 
Since there would be no gap at the bases of the airfoils, and 
hence no airflow across the bases, there would be no exterior 
convective mechanism to remove the locally generated heat. 
To alleviate this problem cooled copper plates, shaped to con
form to the airfoil profile at the hub, were incorporated into 

Nomenclature 

Bx = airfoil axial chord distance 
Cf = skin friction coefficient 
cp = specific heat at constant pres

sure 
Cx = axial flow speed 
Pr = molecular Prandtl number 
Ps = static pressure 

Re = Reynolds number based on ax
ial chord and exit flow condi
tions 

Rê  = Reynolds number based on dis
tance along surface and local 
velocity 

Re# = Reynolds number based on 
momentum thickness 

S = surface arc length 
St = Stanton number 
U = rotor velocity at midspan 

Ur = friction velocity 
/3i = relative flow angle from tan

gential at first stator exit 
v = kinematic viscosity 
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the endwall model. These cooled plates removed the heat gen
erated by the endwall heating foil beneath the base of the heat 
transfer airfoils. 

The heater foils for the airfoil models covered the airfoils 
entirely, from root to tip. Because the rotor airfoil geometry 
is three dimensional (airfoil contour is a function of radius), 
the heater foils were slightly nonrectangular in shape. These 
shapes resulted, in turn, in the production of nonuniform 
current density over the surfaces. Corrections for this non-
uniformity of the current density were determined using a 
commercially available finite-difference, two-dimensional La
place equation solver (ANSYS-PC/THERMAL4.3, Anon., 
1988). Although the software was configured as a thermal 
conduction solution, the results could be applied to the present 
problem because the Laplace equation governs the potential 
flow of both heat and electrical current. The analysis was 
performed by imposing a voltage (temperature) potential dif
ference between the buss bar attachment sites and solving for 
the current (heat) flux distribution over the foil surface. Cur
rent density, over the central 20 percent of the span, was 
determined to be within ±3 percent of the mean. The largest 
deviations from the mean (±10 percent) were found at 0 and 
100 percent span near the airfoil leading edge. 

Similar current density calculations were performed for the 
endwall foils. Here, local current nonuniformities were pro
duced by instrumentation access holes cut through the foils. 
These holes were located beneath the airfoil root, away from 
the actual hub test surface, so their impact in the actual heat 
transfer measurement region was small (±3 percent). 

The results of these current distribution calculations were 
incorporated into the data reduction equations in the form of 
local current-density corrections. In this manner the local heat 
transfer coefficient computed for any site on the rotor passage 
surface was determined from the local surface heat flux and 
the associated locally measured surface temperature. 

Measurement of Model Temperature Distributions. Local 
heat transfer coefficients were determined using thermocouples 
to measure the temperature difference between the heated wall 
and the free stream. Thermocouples on the rotor surface were 
located at the intersections of locii of constant percent span 
and constant percent surface distance (measured from the air
foil leading edge). The endwall thermocouples were arranged 
along loci running gapwise at fixed percent Bx. Arrays of 89, 
124, and 101 thermocouples were installed on the pressure, 
suction, and endwall surfaces, respectively (a total of 314). 
Thermocouples instrumentation diagrams and descriptions of 
the thermocouple recording system and the methods used to 
correct for slipring induced signal errors can be found in Blair 
et al. (1991) and Blair (1991). It is estimated that surface tem
peratures on the rotating model were measured within 
±1/2°C. 

Liquid-crystal techniques were used in conjunction with the 
thermocouple data in order to obtain information with greater 
spatial resolution in regions of strong variations of the passage 
heat transfer distributions. Mixtures of encapsulated, chiral-
nematic paints with different color-change temperatures were 
utilized in order to produce multiple color bands for a single 
model power setting. A complete description of the techniques 
employed to acquire these liquid-crystal measurements can be 
found in Blair et al. (1991). 

Rotor Passage Surface Roughness. One objective of the 
present study was to determine the effects of surface roughness 
on the rotor-passage heat transfer. Data were obtained for 
identical flow conditions with surface conditions ranging from 
aerodynamically smooth to an extremely rough condition sim
ulating current Space Shuttle Main Engine (SSME) turbopump 
hardware. All surface roughness data for this study were ob-. 
tained using a Dektak Model 3030 profilometer with a 12.5 
/im radius diamond stylus. This instrument provided meas-

Table 1 

Rotor-Model 
Surface 

CQQdillHO 

Smooth 
(Liquid-Crystal) 

Near-Smooth 
(Flat-Black) 

Rough (Grit) 

RMS Max-to-Min 
Roughness Height Roughness Height 

(MiPIfitlSj '(Microns) 

0.33 

6.4 

Not Measured 

7.6 

51 

660 

Max-to-Min ~ 
Chord /O 

0.0047 

0.032 

0.41 

urements of both the rms and max-to-min heights of the rough
ness distributions for each test surface. 

The profilometer measurements for the liquid-crystal coat
ing indicated rms and max-to-min roughness heights of 0.33 
and 7.6 /mi, respectively. For the range of Reynolds numbers 
involved in these present tests, this surface can be considered 
to have been aerodynamically smooth and will be referred to 
from here forward as "smooth." 

Midspan rotor heat transfer data were obtained for this same 
turbine airfoil in a previous study (Blair et al., 1989). Profi
lometer measurements for the flat-black surface coating used 
for the airfoil model of this previous study indicated rms and 
max-to-min roughness heights of 6.4 and 51 /mi, respectively. 
The flat-black coating, therefore, was approximately 10 times 
more rough than the liquid-crystal coating and will be referred 
to from here forward as "near-smooth." 

Profilometer measurements for a sample SSME turbine ro
tor airfoil (provided by NASA-Marshall Space Flight Center) 
indicated rms and max-to-min roughness heights of 15.5 and 
84 /mi, respectively. Simulation of this extremely rough surface 
condition for the present large-scale tests was achieved by 
scaling the max-to-min roughness of the SSME airfoil by the 
ratio of the respective axial chords (6.4/0.8x84 = 660). A 
screened grit of 660 micron-sized particles was applied uni
formly over the entire rotor model test surface for these rough-
wall tests. The "rough" surface, then, was approximately 10 
times rougher than the flatback (near-smooth surface) and 
approximately 100 times rougher than the liquid-crystal coating 
(smooth surface). Grit distribution density (particles per unit 
area) on the model test surface was determined using close-up 
photographs of the completed roughened model. Photographs 
of nine sample regions of the model were enlarged so that the 
individual particles within prescribed unit cm2 areas could be 
counted. The mean particle count over the nine sample areas 
was 95.8/cm2 with a standard deviation of 10.3/cm2. 

The surface roughness heights for the various test models 
are listed in Table 1. 

Flowpath Aerodynamic Documentation. The aerody
namic characteristics of the LSRR 1 1/2 stage turbine model 
have been thoroughly documented in previous investigations. 
All of these aerodynamic data are available either in the form 
of UTRC reports, Government Contract reports, or as open 
literature publications (see Blair, 1991, or Joslyn and Dring, 
1992). 

The highly three-dimensional nature of the flow through the 
rotor is demonstrated by the flow visualization results of Fig. 
1. The suction surface results clearly show the flow convergence 
produced by the hub and tip secondary vortices (endwall cross-
passage flow moving onto the suction surface). The suction 
surface view also shows how the path taken by the tip leakage 
flow varied along the chord. The dominant feature on the 
rotor pressure surface was the radial flow toward the tip due 
to the relative eddy. Its effect was' strongest on the forward 
portion of the pressure surface because the surface flow speed 
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b) Pressure Surface and Tip

a) Suction Surface and Tip

862 4

RSSXEXIT x 10.5

Fig. 2 Matrix of test data obtained for the present program

100

500 ...-----...----.,----r--TT-.......,---,

400

200

300

and endwall surfaces are presented for various inlet flow angles
and Reynolds numbers. These maps display highly localized
heat transfer effects on the airfoil and endwall surfaces.

Midspan Heat Transfer Data for the Smooth-Wall
Model. The midspan heat transfer distributions are presented
as Stanton numbers based upon exit velocity and density. The
Stanton numbers are plotted as a function of surface distance
from the leading edge nondimensionalized by the axial chord.

Smooth-wall midspan heat transfer distributions measured
at design inlet flow angle ({31 = 40 deg) are presented in Fig. 3
for three Reynolds numbers (Re = 5.80, 4.40, and 2.30 X 105

).

Results for the intermediate test Reynolds numbers (Re=5.15
and 3.20 X 105

) were entirely consistent with the data presented
but were excluded for the sake of brevity. Data obtained for
the same flow conditions with the near-smooth wall (Blair et
al., 1989) are also presented. Each of the data sets of Fig. 3
are shown compared to two-dimensional boundary layer pre
dictions (Edwards et al., 1981; Carter et al., 1982) for that
specific test condition. Predictions for laminar boundary layer
flow on the suction surface are labeled L. Predictions for both
suction and pressure surfaces for fully turbulent flow (labeled
1) employed the algebraic turbulence model of Cebeci and
Smith (1974).

An examination of the data and predictions for the suction
surface reveals a continuous trend with increasing Reynolds
number. At Re=2.30x 105 the Stanton number distribution
indicates that the heat transfer was laminar from the leading
edge to approximately SIBx=0.5. Downstream of this loca
tion, the boundary layer passed through transition as indicated
by the streamwise increase in the measured heat transfer.
Boundary layer transition appears to near completion around
SIBx= 1.2 where the measured heat transfer and fully tur
bulent predictions agree. This same sequence can be observed
for all three Reynolds numbers with the onset of transition
moving upstream progressively with increasing Reynolds num
ber. As the Reynolds number was increased the region of
laminar flow in the forechord decreased. Simultaneously, in
the aftchord region, the length of the fully turbulent zone is
seen to increase progressively.

Comparisons between the smooth suction-surface data from

Vena Contracta

was lowest there. The surface streamlines turned away from
the radial direction as the flow accelerated toward the trailing
edge.

Test Matrix. Rotor passage heat transfer data were ob
tained over a range of Reynolds numbers and rotor inlet flow
angles. The variations were produced by changing rotor ro
tational speed and turbine throughflow velocity. The airfoil
exit Reynolds numbers were dependent only upon the through
flow velocity and not upon the rotational speed. A map of the
operating conditions for which heat transfer data were ob
tained is presented in Fig. 2. Heat transfer data were obtained
for all nine conditions with both the smooth-wall model and
the rough-wall model for a total of eighteen (18) data sets. A
similar set of data (midspan only) are available for the near
smooth model in Blair et al. (1989).

I I I I I I I I 1.1 1.1.1 I 1.1.1.1.1.1.1
em 2 4 6 8 10 12 14 16 18 20

Radial Flow
Due to the
Relative Eddy

Experimental Results
The experimental results will be presented in two forms:

First, the measured midspan Stanton number distributions are
compared with predictions from various smooth-wall and
rough-wall computational procedures. Next, contour maps
showing the heat transfer distribution over the full-span airfoil

Tip Leakage Flow

Fig. 1 Rotor surface flow visualization, showing hub and tip secondary
flow, tip leakage, and effect of relative eddy

Tip Secondary Flow

Hub Secondary Flow
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Fig. 3 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained for various Reynolds numbers and ft = 40 deg, open symbols-
smooth, solid symbols—near-smooth 

the present program and the near-smooth data of Blair et al. 
(1989) indicate close agreement. At the lowest Reynolds num
ber, however, there is some evidence that transition of the 
suction surface boundary layer began somewhat later for the 
present study. At about S/Bx=Q.5 the heat transfer for the 
smooth-wall test increased toward the fully turbulent predic
tion at a reduced rate. This difference in transition location 
was probably caused by the difference in surface roughness 
between the smooth and near-smooth models. Recall that the 
max-to-min roughness for the smooth model was 7.6 /nm while 
that of the near-smooth model was 51 ^m. 

An examination of the pressure surface results indicates that, 
for the two lower Reynolds numbers, there was quite good 
agreement between the two-dimensional predictions and both 
sets of experimental data. The largest difference between the 
two data sets resulted for the downstream half of the pressure 
surface at the highest Reynolds number. Here, the heat transfer 
rates for the smooth airfoil were as much as 25 percent less 
than those recorded for the near-smooth model. This difference 
is examined in a following section where, like the previously 
discussed suction surface transition shift, it is demonstrated 
to be a result of the difference in surface roughness of the 
smooth and near-smooth models. 

There are two general conclusions that can be reached from 
the results shown in Fig. 3: first, that the data obtained at all 
three Reynolds numbers for both the smooth and near-smooth 
cases form an orderly, systematically behaved set; second, that 
the midspan, smooth wall data obtained in the present study 
are in good agreement with similar results measured for the 
earlier investigation of Blair et al. (1989). 

0.10 

Fig. 4 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained for various Reynolds numbers and /3, = 40 deg for the smooth 
wall model 

The midspan (smooth) heat transfer distributions for all five 
design-incidence test Reynolds numbers are presented in Fig. 
4 in the coordinates of surface distance versus the product 
St X Re0,2. This format demonstrates that the aftchord data on 
both the suction and pressure surfaces can be correlated within 
a narrow band when scaled by Re0'2. This collapse indicates 
that the aftchord flows on both airfoil surfaces are behaving 
as classic equilibrium, fully turbulent, smooth-wall boundary 
layers. It is interesting that the stagnation-region heat transfer 
measurements also collapsed (not shown) when plotted as 
StxRe0,5 (Froessling scaling for a fixed Pr). 

Midspan Heat Transfer Data for the Rough-Wall 
Model. Sample midspan Stanton number distributions for 
the rough-wall model are presented in Fig. 5 for two repre
sentative test Reynolds numbers. Data for the same test con
ditions are also shown for the smooth-wall and near-smooth-
wall models. Also included in Fig. 5 are fully turbulent pre
dictions from the two-dimensional, smooth-wall boundary layer 
computation procedure of Edwards et al. (1981) and Carter 
et al. (1982). 

The most significant feature of Fig. 5 is the profound impact 
that the rough-wall condition had on the heat transfer rates 
relative to the smooth-wall and near-smooth-wall conditions. 
The effect of the surface roughness was to increase the heat 
transfer everywhere on the airfoil surface with the largest in
crease (approximately 100 percent) in the forechord region of 
the suction surface. Note that the farthest-downstream point 
on the (rough-wall) pressure surface registered a local decrease 
in Stanton number for both Reynolds numbers. This effect 
may be the result of one of the roughness grains being located 
directly over a thermocouple site and should probably be dis
regarded. 

Midspan rough-wall heat transfer data for design inlet flow 
angle are presented in Fig. 6 for all five test Reynolds numbers. 
The rough-wall midspan Stanton number distributions were 
nearly identical for all Reynolds numbers (unlike the smooth-
wall data of Fig. 4 where Re0'2 scaling was required to collapse 
the various data sets). This result indicates that these rough-
wall data are representative of "fully rough" conditions, i.e., 
surface roughness so extreme that the Stanton number (and 
skin friction coefficient) become' independent of Reynolds 
number. 

Journal of Turbomachinery JANUARY 1994, Vol. 116/5 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.008 

u 0.006 
CO 
D 
Z 

z 0.004 o (-z 

0.002 -

0.000 

0.008 

Re - 5.6 x 10 

Symbol 

R#x 10"5 

O 

S.53 

D 
4.87 

O 
4.12 

A 

3.06 

V 

2.29 

0.000 

Fig. 5 Comparison of midspan rotor airfoil heat transfer distributions 
obtained for two Reynolds numbers at /3, = 40 deg; • : smooth, o: near-
smooth, A : rough 

Comparisons of Rough-Wall Data With Correlations. The 
parameter most commonly used to characterize the regimes of 
turbulent boundary layer flow over rough surfaces is the rough
ness Reynolds number k+ = kUT/v. Here UT is the friction 
velocity and k is some characteristic height of the roughness 
elements. Turbulent boundary layer flow can be grouped into 
three categories: 

(1) hydraulically smooth 0<k+ <5 

(2) traditionally rough 5 < k+ < 55-70 

(3) fully rough k+>10 

A carefully constructed model for analysis and calculation 
of rough surface turbulent boundary layers is given by Han 
(1985). This analysis is based upon a modification of a mixing-
length turbulence model in which the mixing length is multi
plied by an appropriate amplification factor. Han conclusively 
demonstrated that his mathematical formulation satisfactorily 
reproduced numerous experimentally measured rough-wall 
turbulent boundary layer velocity profiles. Han also produced 
an empirical model to link the type and height of roughness 
with the amplification factor required for the mixing-length 
model. Results from Han's predictive model were presented 
in the form of charts of skin friction coefficient plotted as a 
function of Re* and a "laboratory" roughness parameter 
Rek=Uk/v. 

For the present program, Han's zero-pressure-gradient re
sults were employed to estimate the skin friction distribution 

0.008 

0.000 

S/Bx 

Fig. 6 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained for various Reynolds numbers and (3, =40 deg for the rough 
wall model 

along the rotor midspan. The roughness parameter was com
puted from the local velocity and the grit size (660 /xm) while 
Re* was computed from the local velocity and the surface 
distance along the airfoil measured from the stagnation line. 
The skin friction coefficient distributions, in turn, were used 
to determine the k+ distributions along the rotor midspan. 
These calculations indicated that for Re&,.= 5.8 x 105 the entire 
suction surface and the downstream half of the pressure surface 
were in the fully rough regime. The upstream half of the pres
sure surface fell into the transitionally rough regime. 

The impact of surface roughness on turbulent boundary 
layer heat transfer has been examined in numerous earlier 
investigations. These studies were mostly limited to zero-pres
sure-gradient flows but included examinations of a wide variety 
of types and size of surface roughness. All of these studies 
have proposed correlative equations to predict the heat transfer 
given the local Reynolds number, Prandtl number, some 
roughness parameter, and the skin friction coefficient. Com
parisons will be presented here between four of these corre
lation-based predictions and the present rough-wall midspan 
data. The correlations were selected to represent results for an 
extremely wide range of turbulent convective circumstances 
including incompressible flow over flat plates, flow inside tubes, 
and supersonic exterior flows. The skin friction distribution 
computed by the method of Han was used as a common input 
to all the rough-surface heat transfer correlations to be de
scribed below. 

The following heat transfer correlations for prediction of 
roughwall heat transfer were examined: 

1 Dippery and Sabersky (1963)—based on flow through 
rough tubes 

s t 9i!l 
l + [g(k+)-8A8]Cf/2 

where g(k+) is a function of the molecular Prandtl number 
and the roughness Reynolds number. 

2 Kadar and Yaglom (1972)—based on flat-plate data 
St = Vc>Pr~' •Li 

4.3 ln(RexCf) + 3.8 

3 Seidman (1978)—based on the supersonic exterior flows 
St = C/2[l + 0.52(C//2)Q-725(Re^°;45Pr0-8] ~' + 0.0002 
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Fig. 7 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained at Re = 5.8 x 10s and 0, =40 deg with various analytical predic
tions 

4 Han and Delpassand (1990)—an analytical model with 
empirically determined coefficients 

St is determined from plotted computational 

results St = St(Rex, Rek) 

The above four analyses were used to compute the heat 
transfer distributions for the rotor airfoil at midspan. The 
results of these computations are compared with the experi
mental data in Fig. 7 for both the smooth-wall (£ = 7.6) and 
rough-wall (£ = 660 /mi) conditions for Re = 5.8 x 105. An ex
amination of Fig. 7 reveals that for the smooth-wall condition 
all four predicted distributions are in fairly good agreement 
with the measurements for both the suction and pressure sur
faces. The degree of agreement is remarkable given the wide 
range of flows that produced these correlative equations. For 
the rough-wall condition, however, all of the methods over-
predict the suction surface rates and seriously underpredict the 
pressure surface rates. 

Comparisons of Rough-Wall Data With STAN-5 Predic
tions. Theoretical predictions (Sharma and Butler, 1991) were 
also conducted using the STAN-5 (Crawford and Kays, 1976) 
boundary layer code, modified to account for surface rough
ness through the van Driest (1956) model. According to this 

n 
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Fig. 8 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained at Re = 5.8 x 105 and /31 = 40 deg with STAN-5 predictions for 
various wall roughness values 

model, surface roughness erodes the effect of viscous damping 
near the wall causing an increase in mixing length in the inner 
part of the boundary layer. The modified damping function 
due to surface roughness is given as: 

D = Ds + Dr 

D = damping term for modifying mixing lengths 
Ds = damping term for smooth surfaces 
Ds = damping term for rough surfaces 
Dr = -60y+/k+A + 

A + = const 

Midspan rotor airfoil Stanton number distributions pre
dicted with the Pratt and Whitney version of STAN-5 are given 
in Fig.7. Predictions are presented for both a smooth wall and 
for a wall roughness equal to the size of the grit on the rough-
wall model. The STAN-5 predictions are significantly superior 
to any of the correlation based predictions, both for the smooth-
wall and rough-wall cases. It is significant that the STAN-5 
calculations predict both the absolute levels and the streamwise 
distributions of the measured heat transfer. The superiority of 
the finite-difference boundary layer flow solution, of course, 
lies in the fact that it reflects the impact of the flow history 
(velocity distribution) along the airfoil surface. The correla
tion-based equations, on the other hand, were based upon zero-
pressure-gradient data and only represent a prediction of a 
local Stanton number at some point on a constant-velocity 
surface. 

It should be pointed out that the STAN-5 predictions for 
the smooth-wall case are in very good agreement with the 
predictions from the Edwards et al. two-dimensional code for 
this same Reynolds number (see Fig. 3). 

Results from a more detailed examination of predictions 
from the Pratt and Whitney version of STAN-5 are presented 
in Fig. 8. All of the predictions and data presented in Fig. 8 
are for design inlet flow angle and Re = 5.8 x10s. Measured 
heat transfer results are given for the smooth-wall, the near-
smooth-wall, and the rough-wall cases. Predictions from the 
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Fig. 9 Comparisons of midspan rotor airfoil heat transfer distributions 
obtained for two flow coefficients at Re = 4.2 x 105 

STAN-5 code are given for surface roughness values ranging 
from 0 to 750 /mi. As discussed for Fig. 7, the smooth-wall 
predictions are seen to agree very well with the smooth-wall 
data. Agreement is excellent for the entire pressure surface 
and for the post-transitional portion of the suction surface. 
The predictions for k=60 jim and the near-smooth-wall data 
(measured max-to-min roughness = 51 jum) are also in excellent 
agreement. Finally, predictions for k = 750 jum and the rough-
wall data (grit size = 660 fim) are excellent for the entire suction 
surface and reasonably good for the pressure surface. The 
conclusion reached from the results of Fig. 8 is that the van 
Driest roughness model produced quite accurate rough-surface 
heat transfer distribution predictions for a very wide range of 
surface roughness heights. It is important to note that suc
cessful predictions for the various surface conditions were pro
duced using the max-to-min roughness values as input (k) to 
the van Driest model. This result suggests that the extremes 
of the roughness distribution may be much more important 
than the mean roughness height in determining the enhance
ment of heat transfer. 

Effects of Inlet Flow Angle on the Midspan Heat Transfer 
Distributions. Figure 9 shows comparisons of the smooth-
wall (upper figure) and rough-wall (lower figure) data obtained 
at the same Reynolds number Re = 4.2 x 105 but different inlet 
flow angles. The effects were well behaved for the smooth-
wall cases. Increasing the inlet flow angle increased and de
creased heat transfer in the forechord regions of the pressure 
and suction surfaces, respectively. Note that for the smooth-
wall cases the trailing-edge-region heat transfer for the two 

inlet flow angles were equal for both the suction and pressure 
surfaces. This is the expected result because the passage exit 
velocity (Reynolds number) was nominally the samefor these 
two cases. 

Results for the rough wall cases were less clear. Inlet flow 
angle had little effect on either the pressure or suction surface 
heat transfer. This was probably because any leading-edge 
overspeed/separation-bubble effects associated with off-de
sign operation were overwhelmed by the extreme surface 
roughness. 

Heat Transfer Contour Maps. As previously discussed, 
rotor-passage heat transfer distribution data were obtained 
over the complete airfoil and endwall surfaces using arrays of 
thermocouples supplemented with liquid-crystal thermography 
techniques. Photographs of rotor-passage liquid-crystal tem
perature patterns were recorded for the smooth-wall model at 
all nine test conditions. Samples of these liquid-crystal patterns 
are reproduced in color in Blair (1991). These sample photo
graphs revealed numerous local heat transfer effects and proved 
to be invaluable for interpretation of the rotor-passage dis
tributions. 

Contour maps of the rotor passage Stanton number distri
butions are presented for representative sample combinations 
of Reynolds number, inlet flow angle, and surface roughness. 
The contour maps were created from the thermocouple array 
data using a commercial topographical plotting routine (SUR
FER—Golden Software, Inc.). Liquid-crystal results (smooth 
wall only) were used to supplement the thermocouple data in 
regions where extremely localized effects were bfcyond the res
olution of the thermocouple array, e.g., the leaiing-edge sep
aration bubbles fell between the rows of thermocouples. 

The airfoil contour maps are presented in rectilinear coor
dinates nondimensionalized by the airfoil span, ^he horizontal 
axis (percent span) corresponds to the radial distance from the 
hub divided by the total rotor span of 15.24 cm. The vertical 
axis is somewhat more complex because of the] three dimen
sionality of the airfoil. The airfoil surface, when unwrapped 
and flattened on a plane, was not rectangular because the total 
surface-arc-length on both the suction and pressure surfaces 
was a function of span. Rectangular projections were achieved 
by plotting off-midspan data at surface distances proportion
ally scaled by the ratio of midspan/local arc length (%S*). 

VoS 
S S, tot(midspan) 

->tot(r) SPAN 
Contour maps for all test conditions examined in this pro

gram are presented by Blair (1991). Also Blair (1991) gives 
expanded, separate views of the suction, pressure, and endwall 
surfaces with finer increments of Stanton number than could 
be clearly presented here. 

Sample contour maps of the rotor passage heat transfer 
distributions (smooth-wall model) are presented in Fig. 10 for 
two Reynolds numbers and two inlet flow angles. Each data 
set is presented as a combined view of both the endwall and 
airfoil heat transfer distributions. The inlet flow angle (/3i) and 
the test Reynolds number (Re) are given for each of the contour 
maps. The solid contours were constructed from the ther
mocouple data while the dash-dot contours were inferred from 
the liquid-crystal photographs. The scales of the airfoil surface 
and hub endwall plots are identical for Fig. 10. That is, span-
wise, surface-arc-length, and the chordwise and gapwise di
mensions are all consistent. 

The various data sets (see Fig. 2 for test condition designation 
system) of Fig. 10 are presented in the following order: upper-
left (a)—set A; upper-right (£>)—set /; lower-left (c)—set C; 
and lower-right (d)—set G. These particular sets were selected 
for discussion because the A-I and the C-G sets have ap
proximately equal Reynolds numbers while the A-C and the 
I-G sets have equal rotor inlet flow angles. 
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General Discussion of Sample Data Set. The data set pre
sented in Fig. 10(a) was obtained for ^, =40 deg and 
Re = 2.37 x 10 . The airfoil surface contours indicate that three-
dimensional flow effects had a much stronger influence on the 
suction surface than on the pressure surface. The endwall 
boundary layers, having been swept across the endwall toward 
the suction surface by the cross-passage static pressure gra
dient, roll up into a pair of vortices located near the suction-
surface-tip/endwall and the suction-surface-hub/endwall cor
ners. This pair of passage secondary flows has the effect of 
producing a streamwise-converging flow pattern in the suction-

surface boundary layer. Flow visualization data of Langston 
et al. (1977) and Joslyn and Dring (1989) showed that this 
converging pattern corresponded to a pair of suction-surface 
separation lines. These separation lines divided the stream wise 
flow in the midspan region from the hub and tip regions, which 
are dominated by the secondary passage flows. The effect on 
the suction-surface heat transfer is to produce a pattern of 
enhanced local Stanton number, the shape of which corre
sponds directly with the shape of the lines of separation de
duced from the flow visualization results presented in Fig. 1. 

The absolute level of the Stanton number contours within 
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the zones dominated by secondary flow was higher than ob
served at any streamwise station at midspan (downstream of 
the immediate vicinity of the leading edge). Near the hub the 
maximum heat transfer was 60 percent greater than the mid-
span value. The highest heat transfer rates on the suction 
surface, more than 100 percent greater than the midspan value, 
were recorded near the tip for 70 percent <S* < 130 percent. 
This highly localized enhancement was produced by the tip-
leakage flow, which rolls up into a tip-leakage vortex in that 
region. 

Another region of locally enhanced heat transfer on the 
suction surface can be observed in the leading edge region (0 
percent < S* < 20 percent) near the hub (from 0 to 40 percent 
span). A very similar heat transfer pattern was observed by 
Graziani et al. (1980) where full-span heat transfer data were 
acquired in a two-dimensional cascade having the midspan 
rotor airfoil geometry. No similar region of enhancement was 
evident near the tip at this location for the present rotating 
model tests. The fact that similar patterns were observed for 
the cascade tests and near the hub (but not the tip) of the 
rotating tests indicates that the phenomenon is related to lead-
ing-edge/endwall interaction effects (the horseshoe vortex sys
tem). The aerodynamic effects produced at the hub/leading-
edge junction were similar to those produced in the stationary 
cascade at the endwall/leading-edge junction since, in both 
cases, there was no relative motion or gap between the airfoil 
and the endwall. At the tip leading edge, however, the tip 
leakage and the tip/casing relative motion must certainly pro
duce an entirely different local secondary flow pattern. Un
fortunately, at this time interpretation of the near-tip heat 
transfer patterns is limited by a lack of existing data for sec
ondary flows generated near moving-tip/casing junctures. The 
results of the present program, however, do indicate that en
hancement of the airfoil heat transfer by leading-edge/endwall 
interaction effects is limited to the hub region. This enhance
ment increased heat transfer by as much as 50 percent above 
midspan values. 

The heat transfer variation over the pressure surface was 
much less than for the suction surface. Those readers specif
ically interested in details of the small variations in pressure-
surface heat transfer should consult the liquid-crystal pictures 
and the fine-contour-interval plots of Blair (1991). Note that 
in the trailing-edge region the heat transfer rates were slightly 
higher (approximately 10 percent) near the tip than for the 
remainder of the span. This was probably a result of the tip-
leakage flow. Because of the flow across the airfoil tip from 
the pressure surface to the suction surface, the pressure-surface 
boundary layer near the tip is thinned relative to the rest of 
the span. Somewhat higher heat transfer rates result for this 
near-tip region of reduced Reg boundary layers. 

The hub endwall contour map of Fig. 10(a) clearly shows 
regions of intense heat transfer near the rotor-leading-edge/ 
endwall junction. This effect, a product of the leading-edge 
horseshoe vortex system, was also visible in the liquid-crystal 
photographs of Blair (1991). The leading-edge horseshoe vor
tex system, then, enhanced the heat transfer both on the end-
wall and, as discussed above, on the airfoil surface near the 
hub. The heat transfer beneath these leading-edge vortices was 
the maximum observed anywhere on the endwall. Notice that 
the region of enhanced heat transfer near the leading edge is 
not symmetric about the stagnation line but extends consid
erably farther toward the suction surface. This result is almost 
certainly related to the previously discussed near-hub region 
of enhancement on the airfoil suction surface for 0 per
cent <S* < 20 percent. The lowest heat transfer on the endwall 
occurred near the pressure-surface corner. 

Effects of Increasing Re for Design Inlet Flow Angle. The 
effects of increasing the Reynolds number for fixed design 
inlet flow angle can be seen by comparing Figs. 10(a) and 10(c). 

Recall that the midspan Stanton number distributions for the 
test cases with Ŝ, = 40 deg (Fig. 3) indicated that the suction-
surface boundary layers started out laminar, passed through 
transition, and ended as fully turbulent near the trailing edge. 
These same midspan distributions indicated that the transition 
process moved upstream progressively with increasing Reyn
olds number. The suction-surface contour maps of Figs. 10(a) 
and 10(c) clearly show this boundary layer transition process 
with a region of minijnum heat transfer centered at approxi
mately S* = 50 and 70 percent span. An examination of these 
regions of minimum Stanton number reveals that the transition 
process was highly three dimensional with transition beginning 
farther upstream for span wise locations < 50 percent span and 
farther downstream for locations >50 percent span. 

In addition, an examination of the Stanton number contours 
in the near-midspan region of the suction surface from 140 
percent < S* < 170 percent reveals a drop in the Stanton number 
with increasing Re. This trend reflects the fact that the bound
ary layers in this part of the airfoil are fully turbulent. As was 
demonstrated in Fig. 4, the aftchord/midspan heat transfer 
can be accurately described by StocRe-0,2, the well-known 
equilibrium turbulent boundary layer relationship. 

Consistent trends with increasing Re can also be observed 
in the regions of enchanced heat transfer near the suction 
surface tip and root in the midchord region. As at midspan, 
these enhanced zones show a continuous and progressive de
crease in St with increasing Re for the full range of test Re. 

Effects directly attributable to changes of Re were smaller 
on the endwall than on the airfoil surfaces. Slight decreases 
in St with increasing Re can be observed across the entire gap 
in the trailing-edge region and in the midchord region near the 
pressure surface. 

Effects of Increasing Re for fi\=54 deg. An examination 
of the contour maps of Figs. 10(b) and 10(d) reveals the same 
trends observed at ft = 40 deg (Figs. 10a and 10c) on the suc
tion, pressure, and endwall surfaces. The transitional behavior 
on the forechord suction surface is clearly evident (note sizes 
of St = 0.002 contours) while for all locations where the flow 
was fully turbulent St decreased progressively with increasing 
Re. 

Effects of Increasing Inlet Flow Angle for Fixed Re. 
Changes to fit were achieved experimentally by operating the 
facility at a fixed throughflow velocity and altering the rotor 
rotation speed. An increased /3i for a fixed exit Re corresponds 
to a decreased relative inlet velocity and a fixed exit velocity 
(reduced velocity in the forechord with stronger acceleration 
to reach the same exit velocity). The effect of increasing 13, 
from the nominal design value of 40 deg (14 deg negative 
incidence) is to shift the stagnation line away from the pressure 
surface and towards the suction surface. This shift strengthens 
the overspeed at the leading-edge/pressure surface juncture 
and produces a relatively stronger favorable pressure gradient 
at the leading edge/suction surface juncture. 

Comparisons between Figs. 10(a) and 10(b) and between 
Figs. 10(c) and 10(d) reveals that increases in ft produced 
decreased heat transfer in the forechord region of the suction 
surface (0 percent < S* < 100 percent). For the suction surface 
plots at increased ft, the laminar-flow region in which St < 0.002 
(centered around 60 percent span) expanded considerably com
pared to the respective design inlet flow angle data. In addition, 
the turbulent-flow regions of the forechord (near the blade 
root) also show reduced heat transfer for increased ft. This 
general reduction in forechord heat transfer is primarily the 
result of the reduction in relative inlet velocity associated with 
increased ft. Since the suction surface boundary layer is still 
laminar in the midspan/forechord region, the increase in 0i 
also reduces the heat transfer through & pressure gradient ef
fect. The increased favorable pressure gradients in the fore-
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Fig. 11 Samples of Stanton number contours on airfoil and hub endwall surfaces for rough wall model 

chord tend to inhibit boundary layer transition and permit the 
region of laminar flow to extend further onto the suction 
surface. 

For both data sets obtained at increased inlet flow angle 
(Figs. 106 and lOd), a narrow band of reduced heat transfer 
(i.e., a minimum of St = 0.0025) can be seen at S* = - 5 percent. 
Downstream of this narrow band of low heat transfer, the 
Stanton number increased rapidly to a maximum (0.0035-
0.0040) and then gradually decreased for S*> -20 percent. 
This heat transfer pattern indicates that, for the cases with 
increased inlet flow angle, a short separation bubble resulted 
due to the pressure-surface leading-edge overspeed. The low 
heat transfer resulted directly beneath the bubble while the 
rapid rise to a much higher level was associated with reat
tachment (Stanton numbers approximately 60 percent greater 
than for that stream wise location with attached flow). The 
gradual decline of the Stanton number downstream of reat
tachment coincided with the stream wise growth of the pressure-
surface boundary layer. A comparison of all four sets of in-
creased-inlet-flow-angle data (Blair, 1991) reveals that the sep
aration bubble was much weaker for the ^ = 45 deg case (Fig. 
2, Pt. F) than for the three cases at fi, = 54 deg (Fig. 2, Pts. 
G, H, and I). 

The most important effects of the change in inlet flow angle 
on the hub endwall heat transfer distribution were found in 
the forechord region. Comparisons between the sets of fixed 
exit Re data reveal that increased 0i produced reductions in 
heat transfer both at midgap and beneath the horseshoe vortex 
patterns. As discussed above, these decreases in heat transfer 
almost certainly resulted from the decrease in relative inlet 
velocity. 

Effects of increased inlet flow angle were very small for the 
mid and aftchord regions of the endwall. Slight decreases in 
heat transfer, relative to design inlet flow angle, were observed 
in the midchord region near the suction surface corner. Slight 
increases in heat transfer, again relative to design inlet flow 

angle, were recorded across the entire gap in the trailing edge 
region and in the midchord region near the pressure surface 
corner. All of these small adjustments to the endwall heat 
transfer probably resulted from the redistribution of the rotor-
passage acceleration produced by the inlet angle change. 

Heat Transfer Contours for the Rough Wall. Sample con
tour maps of the rotor passage heat transfer distributions for 
the rough-wall model are presented for two test conditions in 
Figs. 11(a) and 11(b). Comparison of any of the rough-wall 
and smooth wall data sets obtained at similar operating con
ditions reveals that the surface roughness significantly in
creased the heat transfer rates at all locations. The largest 
relative changes (>100 percent) occurred in the forechord, 
suction-surface region for all cases. For the smooth-wall tests 
the boundary layer in this region was laminar/transitional while 
for the rough-wall cases it was fully turbulent. The heat transfer 
data indicate that the surface roughness tripped the suction-
surface boundary layer very near the stagnation line. This 
produced a low Ree turbulent boundary layer with very high 
levels of heat transfer. 

It is interesting to note that the local regions of augmented 
heat transfer, e.g., the leading-edge/endwall junction and the 
midchord, near-hub, and near-tip regions of the suction sur
face, were still present on the rough-wall model. This result 
indicates that surface roughness had important (20-40 percent) 
augmentation effects even in regions with extremely thin, 
skewed, nonequilibrium boundary layers. 

Examination of these data sets reveals that for both the 
airfoil and endwall surfaces local heat transfer rates were highly 
insensitive to changes in the Reynolds number. This result is 
not unexpected, considering the extremely coarse grit used for 
roughwall tests. It is well established that for "fully rough" 
surfaces both the skin friction coefficient and the heat transfer 
coefficient become independent of Reynolds number. 

For the rough-wall test conditions, the effects of inlet flow 
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angle were almost exclusively confined to the forechord region 
of the rotor passage. Decreases in heat transfer, relative to 
design inlet flow angle operation, were observed in the fore-
chord region of both the rotor airfoil and endwall surfaces. 
As discussed previously, this effect results from the decrease 
in relative inlet velocity associated with increased relative inlet 
flow angles. 

Concluding Comments 
An experimental program has been conducted to examine 

the heat transfer distributions over the airfoil and hub endwall 
surfaces of a rotor passage. The effects of Reynolds number, 
rotor inlet flow angle, and surface roughness were documented. 
Conclusions that were reached and observations that were made 
are summarized below: 

Conclusions 
1 The results of this program have demonstrated that three-

dimensional flows within the rotor passage produced localized 
regions with significantly enhanced heat transfer rates. 

A Hub and tip secondary flow effects—On the suction 
surface, the Stanton numbers observed within the zones dom
inated by the hub and tip secondary flows were as much as 60 
percent higher than at midspan. 

B Tip leakage effects—The highest heat transfer rates 
on the suction surface, more than 100 percent greater than the 
midspan value, were recorded near the tip for 70 per
cent < S* < 130 percent. This highly localized enhancement was 
produced by the tip-leakage flow, which rolls up into a vortex 
in that region. An associated effect was observed near the tip 
on the pressure surface where the heat transfer rates were 
slightly higher (approximately 10 percent) than for the re
mainder of the span. 

C Leading-edge/horseshoe vortex system effects—The 
leading-edge/horseshoe vortex system produced enhanced heat 
transfer on the endwall near the rotor-leading-edge/endwall 
junction with local Stanton numbers 90 percent greater than 
at the leading-edge midgap. In addition, this same vortex sys
tem caused a local region of higher heat transfer on the suction-
surface near the leading-edge/hub corner with local Stanton 
numbers as much as 50 percent higher than at midspan. 

2 Increased surface roughness greatly increased heat trans
fer rates relative to the smooth-wall test cases for all locations 
on both the airfoil and endwall. The largest changes produced 
by the wall roughness (> 100 percent) occurred in the forechord 
region (0<S/Bx<0.1) of the suction surface. Local regions 
of augumented heat transfer that were observed for the smooth-
wall test cases were also present for the rough-wall cases, e.g., 
the leading-edge/endwall junction and the tip-leakage vortex 
site. 

3 Comparisons between the smooth-wall, near-smooth-
wall, and rough-wall data and predictions of a modified version 
of the STAN-5 boundary layer Code showed excellent agree
ment. Use of the van Driest "modified-mixing-length" tur
bulence model based on max-to-min surface roughness values 
produced excellent heat transfer predictions over a factor-of
ten range in surface roughness. 

Observations—Design Inlet Flow Angle Test Cases 
1 The heat transfer data indicate that at design inlet flow 

angle the flow was everywhere attached; there was no evidence 
of separation bubbles on either the airfoil or endwall surfaces. 

2 Increasing the Reynolds number produced the expected 
reduction of local Stanton number for all locations in the rotor 
passage where the boundary layers were turbulent. Increasing 
the Reynolds number also hastened the transition process in 
regions where the boundary layer was laminar/transitional. 

3 Comparisons of the present smooth-wall midspan heat 

transfer distributions with midspan data previously obtained 
for this same airfoil section (near-smooth wall) show very good 
agreement. 

4 The minimum heat transfer on the hub endwall occurred 
in the midchord region near the endwall/pressure-surface cor
ner. 

Observations—Off-Design Inlet Flow Angle Test Cases 
1 Increasing the rotor inlet flow angle from /3i = 40 to 54 

deg (14 deg negative incidence relative to design) produced a 
full-span separation bubble (approximate streamwise length 
of 2 percent S*) near the streamwise location of the pressure-
surface leading edge overspeed. Reattachment downstream of 
this bubble produced a narrow, full-span band of relatively 
high heat transfer with Stanton numbers approximately 60 
percent greater than for that streamwise location for the design 
inlet flow angle, i.e., with no separation bubble. 

2 Increasing the rotor inlet flow angle increased the heat 
transfer in the forechord region of the pressure surface and 
simultaneously decreased the heat transfer in the forechord 
region of the suction surface. Since the test Reynolds numbers 
(based on exit velocity) were held constant, trailing-edge-region 
heat transfer rates for both the pressure and suction surfaces 
were unchanged by changing incidence. 

3 The forechord region of the endwall showed a decrease 
in heat transfer with increased inlet flow angle, an effect pro
duced directly by the decrease in relative inlet velocity. 
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Time-Averaged Heat Transfer and 
Pressure Measurements and 
Comparison With Prediction for a 
Two-Stage Turbine 
Time-averaged Stanton number and surface-pressure distributions are reported for 
the first-stage vane row and the first-stage blade row of the Rocketdyne Space Shuttle 
Main Engine two-stage fuel-side turbine. These measuremeents were made at 10, 
50, and 90 percent span on both the pressure and suction surfaces of the component. 
Stanton-number distributions are also reported for the second-stage vane at 50 
percent span. A shock tube is used as a short-duration source of heated and pres
surized air to which the turbine is subjected. Platinum thin-film gages are used to 
obtain the heat-flux measurements and miniature silicone-diaphragm pressure trans
ducers are used to obtain the surface pressure measurements. The first-stage vane 
Stanton number distributions are compared with predictions obtained using a quasi-
three dimensional Navier-Stokes solution and a version of STAN5. This same N-
S technique was also used to obtain predictions for the first blade and the second 
vane. 

Introduction 
The results described in this paper represent the initial step 

in an investigation designed to obtain detailed heat-flux and 
surface-pressure data for a multistage machine. The data ob
tained from this program are intended to serve two purposes: 
(a) to provide experimental information for code validation, 
and (Jb) to provide comparison data for a blowdown test rig 
at Marshall Space Flight Center, which uses the same multi-

, stage turbine. The program is structured so that time-averaged, 
time-resolved, and phase-averaged data have been obtained. 
However, only the time-averaged results and their comparison 
with predictions will be presented herein. 

The results of several previous measurement programs that 
utilized the same diagnostic techniques as used here, but for 
different turbine stages, have been reported by Dunn and Stod
dard (1979); Dunn and Hause (1982); Dunn et al. (1984); Dunn 
et al. (1986); Dunn and Chupp (1988, 1989); and Dunn et al., 
(1990). The short-duration facility used for the experiments 
reported here is the same one used to obtain the results reported 
by Dunn et al. (1990). 

The flow and heat transfer that occur in a turbine stage (or 
stages) represent one of the most complicated environments 
seen in any practical machine: The flow is always unsteady, 
can be transonic, is generally three dimensional, and is sub
jected to strong body forces. Despite these problems, satis
factory designs have been achieved over the years due to 
advances in materials and manufacturing processes, as well as 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-194. Associate Technical 
Editor: L. S. Langston. 

to the development of a sound analytical understanding of the 
flow and heat transfer mechanics that define performance. 
These analytical developments were made possible by a series 
of approximations, in which the level of detail retained in the 
modeling was sufficient to reveal important physical effects, 
while still allowing solutions to be found by available analyt
ical/numerical methods. 

The major milestones in the development of these methods 
have been the approximations that flow through each blade 
row is steady in coordinates fixed to the blades, that three 
dimensionality can be handled by treating a series of two-
dimensional flows in hub-to-shroud and blade-to-blade sur
faces, and that the effects of viscosity can be estimated by 
noninteracting boundary-layer calculations and by loss models 
to account for secondary flow. 

This technology base is surrounded by many analyses and 
numerical codes, which can treat the flow on higher levels of 
approximation, and which are used from time to time to pro
vide refined estimates of the flow field and heat transfer, typ
ically near a design point. Three-dimensional and unsteady 
flow effects are two areas where recently developed compu
tational tools can provide useful information on the flow con
ditions, at least for the first stage of a multistage turbine. 
However, in the second and subsequent stages, these effects 
become more pronounced. The current state-of-the-art anal
yses can predict reasonably well the second-stage vane pressure 
distribution, but the predicted heat-flux levels on the second 
vane are not as good as desired, as illustrated by Blair et al. 

Civinskas et al. (1988) have previously presented an analysis 
of the first-stage blade of the turbine used here. The predictions 
presented here are a continuation of that work. The Navier-
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Fig. 1 Sketch of SSME turbine stage located in the shock tunnel 

Stokes analysis of heat transfer was done using a modified 
version of the quasi-three-dimensional thin-layer code devel
oped by Chima (1986). The modifications are explained by 
Boyle (1991). An additional change for the purposes of this 
paper has been to incorporate the transition model of Mayle 
(1991) for the first vane and the intermittency model of Mayle 
and Dullenkopf (1989, 1991) for the first blade and the second 
vane. In addition to the quasi-three-dimensional Navier-Stokes 
analysis, the STAN5 (Crawford and Kays, 1976) boundary 
layer analysis, as modified by Gaugler (1981), was used. Both 
the Navier-Stokes and boundary analyses used the MERIDL 
hub-to-shroud analysis of Katsanis and McNally (1977) to de
termine the streamtube variation at appropriate spanwise lo
cations. The edge conditions for the STAN5 boundary layer 
analysis were obtained using the TSONIC analysis of Katsanis 
(1969). 

The balance of the paper provides a brief summary of the 
experimental apparatus, the experimental conditions, a dis
cussion of the experimental results, and a comparison of these 
results with the predictions. This paper is confined to a dis
cussion of the vane and blade pressure and suction surface 
results. Other results for the blade platform, the blade tip, and 
the stationary shroud as well as off-design speed results are 
presented by Dunn and Kim (1992). 

Description of the Experimental Technique, the Turbine 
Flow Path, and the Instrumentation 

The Experimental Technique. The measurements are per
formed utilizing a shock tunnel to produce a short-duration 
source of heated and pressurized gas that passes through the 
turbine. Air has been selected as the test gas for these exper
iments. A schematic of the experimental apparatus illustrating 
the shock tube, an expansion nozzle, a large dump tank, and 
a device that houses the turbine stage and provides the flow 
path geometry is shown in Fig. 1. The shock tube has a 0.47-
m (18.5-in.) diameter by 12.2-m (40 ft) long driver tube and 
0.47-m (18.5-in.) diameter by 18.3-m (60 ft) long driven tube. 
The driver tube was designed to be sufficiently long so that 
the wave system reflected from the driver endwall (at the left-
hand end of the sketch) would not terminate the test time 
prematurely. At the flow conditions to be run for these meas
urements, the test time is very long for a short-duration facility 
being on the order of 40 ms. 

In order to initiate an experiment, the test section is evac
uated while the driver, the double diaphragm section, and the 
driven tube are pressurized to predetermined values. Pressure 
values are selected to duplicate the design flow conditions. The 
flow function (w \[d/S), wall-to-total temperature ratio (Tw/ 
T0), stage pressure ratios, and corrected speed are duplicated. 

The shock-tunnel facility has the advantage that the value of 
T0 can be set at almost any desired value in the range of 800 
R to 3500 R, and the test gas can be selected to duplicate the 
desired specific heat ratio. The design pressure ratio across the 
turbine is established by altering the throat diameter of the 
flow control nozzle located at the exit end of the device housing 
the turbine. Simple one-dimensional calculations provide a 
good first estimate of the necessary exit area. Another char
acteristic of this facility that was used here is that the total 
pressure (or the Reynolds number) at the entrance to the vane 
row can be changed by moving the inlet to the device housing 
the turbine axially in the expanding nozzle flow so as to in
tercept the flow at a different free stream Mach number. If 
moving the inlet isn't satisfactory, then the reflected-shock 
pressure can be increased, which was the approach taken in 
these tests, or the total temperature can be decreased in order 
to increase the Reynolds number. 

The Turbine Flow Path. Figure 2 is a drawing of the turine 
stage illustrating the extent to which the flowpath of the SSME 
hardware has been reproduced. The first-stage vane row (41 
vanes) and the first-stage rotor row (63 blades), as well as the 
second-stage vane row (39 vanes) and the second-stage rotor 
row (59 blades) are shown. The first-stage vane has a significant 
cutback (see photograph in Dunn and Kim, 1991) at the trailing 
edge, which extends from the hub to about 35 percent span. 
This cutback was modeled in the analysis presented herein. 
The preburner dome and bolt, the 13 struts upstream of the 
first-stage vane, the 12 flow straighteners, and 6 struts down
stream of the second rotor have been included. Flowpath static 
pressure was measured on the outer wall at the inlet and exit 
to the turbine stages and between each blade row. The meas
ured upstream static pressure was nearly equal to the upstream 
total pressure because the inlet Mach number was low. The 
inlet Mach number was calculated and the inlet total pressure 
was obtained from the isentropic flow relationship. Total pres
sure was measured in the passage downstream of the second 
rotor. The reader is referred to Dunn and Kim (1991) for details 
of the configuration. 

Heat-Flux Instrumentation. The heat-flux measurements 
were performed using thin-film resistance thermometers. These 
devices represent an old and very well-established technology 
that was developed as part of the early hypersonics flow re
search work in the late 50s for measurement of heat flux in 
short-duration facilities. The thin-film gages are made of plat
inum (~ 100 A thick) and are hand painted on an insulating 
Pyrex substrate in the form of a strip that is approximately 
1.02 x 10"4m (0.004 in.) wide by about 5.08 x 10_4m(0.020 
in.) long. The response time of the elements is on the order 
of 10 ~8 s. The substrate onto which the gage is painted can 
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Fig. 2 Sketch of device housing SSME turbine stage 

be made in many sizes and shapes. The substrates are Epoxied 
within the base metal throughout the turbine stage. 

Both button-type gages and contoured leading-edge inserts 
were used for this work. Figure 3(a) is a photograph of a rotor 
blade that has been instrumented with button-types gages and 
Fig. 3(b) is a photograph of a blade containing a contoured 
leading-edge insert. A detailed listing of the gage locations is 
given by Dunn (19906). Figure 4(a) is a blown-up photograph 
of the blade surface qualitatively illustrating the surface rough
ness. The surface roughness for this blade has been measured1 

and a typical profilometer scan of the blade surface is given 
in Fig. 4(b). The results shown in this figure suggest an rms 
roughness of about 150,000 A, which was used in the analysis 
of the heat transfer data. Blair and Anderson (1989) used the 
rms value to provide a roughened surface and performed heat 
flux measurements for that blade in the UTRC large scale 
rotating rig. The results of that work are reported by Blair 
and Anderson (1989) and Blair (1994). 

Surface-Pressure Instrumentation. Measurements were 
also obtained using miniature silicon diaphragm pressure trans
ducers located on the first-stage vane and the first-stage blade. 
The particular gages being used are Kulite Model LQ-062-600A 
with an active pressure area of 0.64 mm by 0.64 mm and a 
frequency response of about 100 kHz in the installed config
uration. Twenty-eight pressure transducers were installed on 
the vanes and twenty-four were installed on the blades. The 
pressure transducers were placed at 10, 50, and 90 percent span 
at the locations given by Dunn (1990) and were distributed 
over several different vanes and blades so as to not disturb the 
integrity of the surface. 

Experimental Conditions 
Table 1 provides a summary of the reflected-shock condi

tions, the flow conditions at the turbine inlet, and the turbine 
speed. Two shock-tube conditions were run for these experi
ments: the first at a reflected-shock pressure and temperature 
of approximately 6.2 x 103 kPa (900 psia) and 544 K (980 R), 
respectively, and the second at a reflected-shock pressure and 
temperature of approximately 10 x 103 kPa (1445 psia) and 
602 K (1084 R), respectively. For a given test condition, the 

run-to-run variation in reflected-shock pressure was the result 
of attempting to increase the test time by changing the relative 
amount of helium in the driver gas which also influences the 
incident shock Mach number. These reflected-shock conditions 
result in first vane inlet Reynolds numbers (based on first vane 
axial chord) of approximately 1.40 x 10 and 2.50 x 105, 
respectively. The area of the downstream exit nozzle of the 
device housing the turbine (see Fig. 2) was changed so that 
data could be obtained at two values of stage pressure ratio, 
for each test condition. Measurements were obtained with the 
turbine speed set at 100 ±1 percent of the design value or at 
approximately 103 percent of the design value. Limited data 
were obtained at off-design speed and are reported by Dunn 
and Kim (1991). 

Experimental Results 
Surface pressure and heat flux were measured at 10, 50, and 

90 percent span on the first vane and the first rotor. Static 
pressure measurements were made along the flow path on the 
outer wall. Total pressure was measured in the flow path down
stream of the second rotor. Table 2 gives the measured up
stream total pressure along with the pressure ratios for each 
of the vane and blade rows. Heat flux was also measured on 
the first blade platform, the first blade tip, and at 50 percent 
span on the second vane. It is not possible to present all of 
the data collected during the measurement program in this 
paper. However, a complete compilation is presented by Dunn 
and Kim (1991), along with the vane and blade coordinates. 
This paper will concentrate on the surface pressure and heat 
transfer measurements for the first vane, the first blade, and 
the second vane. 

The Stanton number results presented here for both the vane 
rows and the first blade row are based on conditions at the 
first vane inlet. The relationship used to evaluate the Stanton 
number was 

St = -
q{t) 

Roughness measurements were performed at the United Technologies Re
search Center and supplied to CUBRC courtesy of M. Blair. Figure 4(6) has 
been reproduced here with permission of M. Blair. 

(W/A[H0(T0)-HW(T)]) 
The value of A used for this evaluation was 1.73 x 10~2 m2 

(0.186 ft2), and corresponds to the annular area upstream of 
the first-stage vane. In this formulation, the heat flux and the 
wall enthalpy are both evaluated at the same temperature, T. 
If the cold-wall heat flux, q{T„), is desired, then it can be 
obtained by multiplying the given Stanton number by (W/ 
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Table 2 Component pressure ratios. Stalic pressures were measured
at the outer shroud.
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Table 1 Summary of flow parameters
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Fig. 4(b) Profilometer scan of blade surface
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Fig. 4(a) Enlarged photograph of first blade surface roughness
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5 47.1 1.17 1.37 1.12 1.08 1.66 1.62
6 48.9 1.14 1.34 1.12 1.09 1.65 1.61
7 86 1.13 1.24 1.11 1.08 1.49 1.45
8 89 1.10 1.20 1.10 1.06 lAO lAO
11 98 1.10 1.26 1.10 1.04 1.44 1.47
12 48.8 1.13 1.31 1.09 1.08 1.54 1.52
13 45.8 1.14 1.32 1.08 1.08 1.54 1.52
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Ps,in Ret1e<:led Relle_ Rel
vc

Actual % Design

Dbm!,] [psi.] shock shock speed speed"

Ps, out pressure temp. (xH)-5), [rpm]
stage [psia] ["R]

5 5.59 1.66 46.6 900 995 1.39 9075 99
6 5.81 1.65 48.3 929 990 1.44 9468 103
7 10.2 1.48 86 1519 1112 3.00 9612 99
8 9.74 1.38 89 1442 1084 2.69 9690 101

11 10.0 1.42 98 1369 1057 2.40 9585 101
12 5.83 1.54 48.3 925 981 1.45 9380 103
13 5.51 1.54 45.3 878 970 1.38 9365 103

heat flux and temperature measurements to be 5 percent, the
expected error in the Stanton numbers can be calculated using
the methodology of Kline and McClintock (1953) to be 12

, percent.

Vane and Blade Surface Pressure Results. The measured
surface pressure distributions are presented on Fig. 5 for the
first vane at 50 percent span for the low Reynolds number
cases. These results are presented for two-stage pressure ratios,
approximately 1.54 and 1.65. The predicted surface pressure
distribution is also included on Fig. 5. The agreement between
the data and the prediction is not particularly good. The cause
of the disagreement is in large part attributable to the uncer
tainty in the pressure measurement. Prior to the initial exper-

A)[Ho(To)-Hw(Tw)]. the greatest contributor to the uncer
tainty in the Stanton number is the uncertainty in the weight
flow w. For these experiments, the weight flow was found
from an experimentally determined flow calibration curve sup
plied by NASA MSFC, which plotted the flow function as a
function of the total to static pressure ratio across the first
stage nozzle. The uncertainty in the vane row pressure meas
urement translates into an uncertainty in the flow function
and the weight flow. An error of approximately 10 percent in
the weight flow was found. Assuming an uncertainty in the

Fig. 3(a) BUllon·type heat·f1ux gages on first·stage blade suction sur·
face

Fig. 3(b) Photograph of leading·edge insert heat·flux gages on first·
stage blade
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Fig. 7 Stanton number distribution on first vane, 50 percent, Re -140,000 

iment, the pressure transducers were calibrated over the range 
from vacuum to 1.48 MPa (215 psia). During and after the 
experiments, they were calibrated again from vacuum to 0.655 
MPa (95 psia). These latter calibrations were done by pres
surizing the dump tank housing the turbine stage (see Fig. 1). 
The pressure readings were recorded using the entire data re
cording system that is used during the experiment. A linear fit 
was obtained for each data set over the pressure range of these 
experiments. The slope of the calibrations for most of the 
transducers was reproducible to within 3 percent. For a few 
others, the slope varied by as much as 5 percent. The pressure 
drop across the first vane row and the first blade row is rel
atively small for this turbine, being on the order of 10 to 15 
percent of the inlet total pressure, which makes the uncertainty 
in the slope of the transducer calibration an important con
sideration. If a pressure measurement uncertainty of 3 percent 
due to variations in the slope of the calibration equation is 
assumed, along with a 2 percent uncertainty due to shock tunnel 
reproducibility, the expected error in the normalized pressures 
(P/PT) may be calculated, using the methodology of Kline and 
McClintock (1953), to be 4.7 percent. The difficulty encoun
tered here with the pressure measurements was unanticipated. 
A previous measurement program reported by Dunn et al. 
(1990a) demonstrated much better agreement between meas-

Run 5, Pt,in/Ps,out=1.66 
Run 6, Pt,in/Ps.outsl.65 
Run 7, Pt,in/Ps.out=1.48 
Run 8, Pt,in/Ps.out=1.38 
Run 11, Pt,in/Ps,out=1.42 
Run 12, Pl,in/Ps,out=1.54 
Run 13, Pl,in/Ps,out=1.54 
NS, Mayle, Re-140,000 
NS, Mayle, Re-250,000 

Pressure surface Suction suiface 
h wetted distance 

Fig. 9 Stanton number distribution on first vane, 10 percent span: closed 
symbols: Re~140,000 data, open symbols: Re~250,000 data 

Pressure surface 
% wetted distance 

Fig. 10 Stanton number distribution on first vane, 90 percent span: 
closed symbols: Re-140,000 data, open symbols: Re-250,000 data 

urement and prediction. The calibration technique and the type 
of pressure transducers were the same in that work as used 
here. 

Figure 6 presents the surface pressure distributions measured 
on the first blade at midspan for the low Reynolds number 
case at both values of stage pressure ratio. The disagreement 
between the measurements and the prediction is largely similar 
to what was found on the vane. Again, the difficulty is felt to 
be due,to inaccuracy in the pressure measurement for reasons 
described in the previous paragraph. Similar results were ob
tained at the 10 and 90 percent locations. 

First Vane Stanton Number Results. Figures 7 and 8 pre
sent the measured Stanton number distributions for the vane 
at 50 percent span for Reynolds numbers of 140,000 and 
250,000, respectively. Figure 9 presents the Stanton number 
data for both Reynolds numbers at 10 percent span and Fig. 
10 represents the data for both Reynolds numbers at 90 percent 
span. The low Reynolds number data were obtained at stage 
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pressure ratios of 1.54 and 1.65, while the higher Reynolds 
number data were obtained at about 1.4 and 1.48. Inspection 
of the data suggests that the stage pressure ratio, in general, 
has little influence on the Stanton number distributions for 
the vane locations at which measurements were obtained. 

The experimental results for the first vane presented in Fig. 
7 illustrate a rapid decrease in Stanton number on the suction 
surface from the stagnation point to about 15 percent wetted 
distance followed by a sharp increase near this location, then 
a peak at about 50 percent wetted distance. On the pressure 
surface, the data fall sharply from the stagnation point, reach
ing a minimum at about 25 percent wetted distance, then in
creases steadily toward the trailing edge. This trend in the 
pressure surface data is consistent with that seen previously 
for the Garrett TFE731-2 HP turbine (Dunn et al., 1984), the 
Air Force LART (Dunn et al., 1986) and the Teledyne 702 
turbine (Dunn and Chupp, 1988). The peak Stanton number 
is shown to occur at the stagnation point and the maximum 
values reached on the suction and pressure surfaces are com
parable with each other and equal to a little more than half 
of the stagnation value. Similar trends are seen at high Reyn
olds numbers (Fig. 8) but with the minima occurring closer to 
the stagnation point. Furthermore, the maximum in the suction 
surface data also occurs closer to the stagnation point. 

Figure 7 also compares vane midspan experimental results 
with four predictions. Two of the predictions are for fully 
turbulent flow. The third and fourth predictions incorporate 
transition models. The two fully turbulent predictions were 
done using the quasi-three-dimensional Navier-Stokes analysis 
described by Boyle (1991) and Gaugler's modified version of 
the STAN5 boundary layer analysis of Crawford and Kays 
(1976). The predictions including transition were obtained by 
incorporating the transition model of Mayle (1991) and the 
transition model due to Dunham (1972) into the just-noted 
Navier-Stokes analysis. Of the two fully turbulent predictions, 
the STAN5 prediction illustrates better overall agreement with 
the data. On the suction surface, the STAN5 prediction doesn't 
fall as low as the data in the vicinity of 15 percent wetted 
distance, and it doesn't climb as high as the data beyond 50 
percent wetted distance. On the pressure surface, both of the 
fully turbulent predictions agree with the data reasonably well 
from the stagnation point to about 40 percent wetted distance. 
The data points at 60 and 80 percent wetted distance are sig
nificantly greater than the prediction. It was noted earlier in 
this section that this trend has been seen previously for full-
stage turbines. This same trend was noted by Nealy et al. (1984) 
for a vane ring downstream of a combustor. However, the 
Navier-Stokes analysis used here was applied to those data 
(Boyle, 1991) and reasonably good agreement between data 
and prediction was obtained. It is felt that the relatively high 
upstream turbulence in itself is not sufficient to account for 
the high pressure surface heat transfer, since the local tur
bulence level decreases significantly as the flow accelerates 
through the vane passage. The good agreement between the 
STAN5 boundary layer prediction and the Navier-Stokes fully 
turbulent analyses suggests that the numerical solutions of the 
analyses are not the source of the disagreement with the ex
perimental data. 

For the calculation incorporating the Dunham (1972) tran
sition model, transition occurs midway along the suction sur
face. However, the prediction is not in good agreement with 
the experimental data from about 7 percent wetted distance to 
50 percent wetted distance. This analysis predicts Stanton num
bers along the pressure surface that are generally in agreement 
with STAN5 over the initial 50 percent of that surface. Beyond 
50 percent, the shape of the Dunham prediction deviates from 
the other two and falls below them and well below the data. 
This is because the flow never becomes fully turbulent with 
this model. Also included on Fig. 7 is the Navier-Stokes pre
diction with the Mayle (1991) transition model incorporated. 

This prediction is in much better agreement with the data than 
is the other prediction incorporating transition. Overall, the 
Navier-Stokes prediction that includes the Mayle transition 
model appears to be in better agreement with the data than 
any of the other predictions. 

Figure 8 presents a comparison between the high Reynolds 
number data and the same four predictions described above. 
There is very little difference among the predictions at this 
higher Reynolds number except in the vicinity of the stagnation 
point and in the region of 5 to 20 percent on the suction surface. 
Both the N-S and the STAN5 solutions predict the stagnation 
region data reasonably well. The N-S solution with the Mayle 
transition model predicts the 5 to 20 percent wetted distance 
region better than the N-S solution with the Dunham model. 
On the pressure surface, all the predictions are in reasonably 
good agreement with each other and all fall below the data 
from the stagnation point to about 40 percent wetted distance. 
The experimental results at 60 and 80 percent wetted distance 
are underpredicted by a significant amount by all four solu
tions. In summary, the predictions shown in Figs. 7 and 8 show 
best agreement with the data when a fully turbulent analysis 
is used, even for the low Reynolds number cases. The transition 
models of both Mayle and Dunham are highly dependent on 
the forestream turbulence intensity. Previous measurements 
gave an intensity of about 6 percent at the turbine inlet. At 
the low Reynolds number Dunham's model predicts the start 
of transition too far downstream on the suction surface. Mayle's 
model agrees better with the data. At the high Reynolds num
ber, transition occurs close to the leading edge, and there is 
little difference among the predictions. 

Figures 9 and 10 present the first vane Stanton number results 
at 10 and 90 percent span, respectively. Both sets of Reynolds 
number data are included on these figures. The N-S prediction 
with the Mayle transition model has been selected for com
parison with the experimental data. It would be anticipated 
that the high Reynolds number data set should be consistently 
lower than the low Reynolds number data by about 15 percent 
((2)0,2 = 1.15). There is sufficient uncertainty in the Stanton 
number results as described in Section 4 that generally the data 
sets appear to overlap. The agreement between the suction 
surface prediction and the data is not as good as it was at 
midspan for either 10 or 90 percent span. In general, beyond 
50 percent wetted distance, the prediction fell well above the 
data on the suction surface. The data point at 60 percent wetted 
distance is above the prediction, but no more so than the 
suction surface data points are below the prediction. The pres
sure surface data at 90 percent span are in as good agreement 
with the prediction as has been seen at any location on this 
vane. 

First Blade Stanton Number Results 

Discussion of Blade Data. Figures 11 and 12 present the 
measured Stanton number distributions for the first blade at 
midspan for Reynolds numbers of 140,000 and 250,000 re
spectively. The Reynolds number data sets are both given on 
the same figure for the 10 percent span (Fig. 13) and the 90 
percent span (Fig. 14) locations. The heat-flux values in the 
vicinity of the leading-edge region are known to be sensitive 
to incidence angle. However, the rotor speed range over which 
data were taken in these experiments (99 to 103 percent of 
design) was sufficiently small that it is unlikely that incidence 
angle had a significant effect. Likewise, the local Stanton num
ber is sensitive to stage pressure ratio because of the change 
in incidence angle associated with the higher axial velocity 
(increased weight flow) at the lower value of pressure ratio. 
From the weight flow data presented in Table 1 it was difficult 
to obtain an estimate of the incidence angle variation resulting 
from the difference in pressure ratio. The experimental data 
(runs 5, 6, 12, and 13) at the 10 and 90 percent spanwise 
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Fig. 11 Stanton number distribution on first blade, 50 percent span, 
Re-140,000 

£ 0.012 
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Fig. 13 Stanton number distribution on first blade, 10 percent span: 
closed symbols: Re-140,000 data, open symbols: Re -250,000 data 

Run 7, PL.in/Ps,out=1.48 
Run 8, Pt,in/Ps,oul=1.38 
Run 11, PI,in/Ps,out=I.42 

NS. Turbulent. K=0.0 
• NS, Turbulent, K=0.3 
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Fig. 12 Stanton number distribution on first blade, 50 percent span, 
Re - 250,000; comparison with predictions for various roughness heights 

locations are consistent with each other near the leading edge 
in that the Stanton numbers for runs 5 and 6 are consistently 
greater than those for runs 12 and 13. However, the trend in 
the Stanton number results from the fact that these same runs 
at midspan are opposite to that observed at 10 and 90 percent, 
suggesting that if there was an influence, it didn't occur all 
along the leading edge. Another interpretation of the data 
would be that within the uncertainty of the data, no significant 
influence of pressure ratio or speed was observed for the range 
of conditions used here. Beyond 50 percent wetted distance, 
the results illustrate little influence on the Stanton number 
distribution for either the pressure or suction surface. Re
turning for a moment to the midspan results presented on Fig. 
11, at the stagnation point the experimental results are in agree
ment with each other, but immediately thereafter (from 0 to 
15 percent wetted distance) on the suction surface and in the 
vicinity of 12 percent wetted distance the data do not coalesce. 
Three of the runs (run 6, 12 and 13) shown on this figure were 
for nominally 103 percent of design speed, and the other (run 
5) for 99 percent of design speed. Two of the runs at 103 
percent of design speed were for a stage pressure ratio of 1.54 
(runs 12 and 13) while the other two runs were at a pressure 
ratio of about 1.65 (runs 5 and 6). At the 12 percent wetted 
distance location, two of the 103 percent speed points (runs 
12 and 13 for the same stage pressure ratio) are in good agree
ment while the other one (run 6, higher pressure ratio) is low. 
Also note that runs 5 and 6 which are for the same stage 
pressure ratio but different speeds, 99 and 103 percent, are in 
reasonably good agreement with each other, suggesting that 
for this speed variation the influence on Stanton number dis
tribution is not large. 

The experimental data presented on Fig. 11 show that the 
Stanton number fell rapidly from the stagnation point to about 
10 percent wetted distance, followed by a rapid increase, reach^ 
ing a maximum value for the suction surface at about 25 percent 
wetted distance. On the pressure surface, the Stanton number 

o Run 5, Pt,in/Ps,oui=1.66 
i Run 6, Pl,uvPs,out=1.65 
o Run 7, Pt,in/Ps,out=1.48 
A Run 8, Pt,in/Ps,oul=1.38 
o Run 11, Pt,in/Ps,oul=1.42 
• Run 12, Pt,in/Pjj,out=l,54 
• Run 13, Pt,in/Ps,out=1.54 

NS, Turbulent, Re-140,000, K=03 
NS, Turbulent, Re-250,000, K=0J 
NS, Mayle and Dullenkopf, Re~!40.000, K=OJ 

Pressure surface Suction surface 
% wetted distance 

Fig. 14 Stanton number distribution on first blade, 90 blade span: closed 
symbols: Re-140,000 data, open symbols: Re -250,000 data 

increases from a minimum value in the vicinity of 15 percent 
wetted distance to a maximum near 90 percent wetted distance. 
The maximum values occurring on these two surfaces are com
parable and well below the stagnation point value. Included 
on Fig. 11 are two fully turbulent Navier-Stokes predictions, 
one for a rough airfoil and the other for a smooth airfoil, and 
a N-S prediction, with the Mayle and Dullenkopf (1989, 1991) 
intermittency model included, for a smooth airfoil. The STAN5 
boundary layer analysis showed separation for the midspan 
pressure surface using the predicted inviscid flow field for a 
boundary condition and, therefore, the STAN5 prediction 
could not be obtained for the blade. The Navier-Stokes anal
yses do not indicate a significant increase in heat transfer due 
to blade surface roughness. On the pressure surface both of 
the fully turbulent analyses are in good agreement with the 
experimental data. However, on the suction surface these same 
predictions fall consistently above the data. The third predic
tion included on Fig. 11 is in essential agreement with the fully 
turbulent predictions on the pressure surface. On the suction 
surface, it also overpredicts the data, but is closer than the 
fully turbulent predictions. The predicted heat transfer at the 
leading edge is higher than the experimental data. The average 
augmentation of the heat transfer in the laminar region was 
calculated assuming a turbulence intensity of 10 percent. The 
transition model used a background turbulence intensity of 2 
percent. The intermittency model overpredicted the heat trans
fer at the leading edge by about 33 percent. This indicates that 
the augmentation due to free-stream turbulence was excessive. 
The Froessling number at the stagnation region was calculated 
from the experimental results for this case, and using the cyl
inder in crossflow correlation of Traci and Wilcox (1975), a 
free-stream turbulence intensity of about 7 percent was esti
mated. 

Along the entire pressure surface the fully turbulent pre
dictions are nearly identical, and agree well with the experi
mental data. These predictions for the ro.tor are in contrast 
with those for the vane, where the pressure surface heat transfer 
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exceeded the fully turbulent prediction. The transitioning pre
diction, which includes the effect of free-stream turbulence, 
overpredicts the pressure surface heat transfer. The largest 
source of uncertainty in the heat transfer predictions is due to 
the uncertainty in the free-stream turbulence for the augmen
tation of the laminar viscosity due to this free-stream turbu
lence. 

Blade Surface Roughness Considerations. The first-stage 
blade of this turbine appeared to be rough and there was 
concern that the roughness may enhance the heat transfer. 
Blair (1994) has illustrated that this enhancement can be sig
nificant. The influence of surface roughness on the blade data 
presented herein was therefore investigated. 

Boyle and Civinskas (1991) investigated the influence of 
surface roughness on the predicted heat transfer to an airfoil 
surface. The effective roughness height was strongly dependent 
on both the roughness and the density. The roughness density 
can be found from the trace shown in Fig. 4(b). In this figure, 
the horizontal axis is compressed by more than a factor of ten 
over the vertical axis. Even though the blade shown in Figs. 
3(a) and 3(b) is visibly rough, the peaks are not spaced closely 
together. 

Comparing the two analyses shows that the effect of surface 
roughness is very small. This was not unexpected. The insen-
sitivity to surface roughness is the result of both the low Reyn
olds number, and the effect of surface roughness density. In 
the Navier-Stokes analysis a reference y+ was used for an a 
priori determination of the grid spacing. This reference value 
is given by 

jREF = 0.17^Re°-9Aa' 

wherey is the distance from the surface, Re is the exit Reynolds 
number per unit length, and s is a characteristic distance. 

An analogous reference roughness height is 

^ E F = 0.17fcRea9A0-1 

For the low Reynolds number case the exit unit Reynolds 
number was 1.28 x 107 m (3.9 x 106/ft). 

The roughness height, k, in the above equations is not the 
actual roughness height, but rather the equivalent roughness 
height. The equivalent roughness height was estimated using 
the approach taken by Boyle and Civinskas (1991) to be less 
than 0.3 of the actual roughness height. Even though the actual 
roughness height was -150,000 A (590 min.), the value of 
^REF was calculated to be only 2.7. This value of the reference 
roughness height is only approximate since it is based on a 
friction factor for a smooth flat plate. Nonetheless, the value 
of k+ is less than the corresponding value of 5 for a hydraul
ically smooth surface. Consequently, the rough and smooth 
heat transfer predictions are nearly identical. It should be noted 
that blades with this surface roughness, when operated in the 
SSME environment, are no longer hydraulically smooth due 
to the much higher Reynolds number of the actual engine. 
Calculations showed an increase in heat transfer of up to 25 
percent due to surface roughness at the SSME operating con
ditions for K = 0.3. The parameter K represents the ratio of 
the equivalent roughness height (k) to the actual roughness 
height. 

Figure 12 presents the first blade midspan Stanton number 
data for the high Reynolds number case. Also included on this 
figure are three N-S predictions that were performed for dif
ferent surface roughness heights. The N-S turbulent prediction 
with K = 0 is consistently above the N-S prediction with the 
Mayle and Dullenkopf intermittency model. The value of Stan
ton number at the stagnation point is predicted reasonably well 
by the N-S solution. On the suction surface, the N-S turbulent 
prediction for a smooth surface (K = 0) is consistently above 
the data. The prediction for K = 0.3 is about 12 percent higher 
over the initial 50 percent of the surface and then about the 

same over the remainder of the surface. The prediction for K 
= 1.0 represents a significant enhancement and is well above 
the data over the entire surface. 

On the pressure surface of the blade, Fig. 12 illustrates that 
the shape of the predictions is consistent with the data. The 
predictions for K = 0 and K = 0.3 both fall below the data. 
The prediction for K = 1.0 is in reasonably good agreement 
with the data over the entire pressure surface. 

Figures 13 and 14 present the experimental data and com
parisons with predictions for the 10 percent span and the 90 
percent span locations, respectively. Both sets of Reynolds 
number data are included on these figures. Figure 13 includes 
the fully turbulent N-S predictions for both Reynolds numbers 
and the N-S prediction with the Mayle and Dullenkopf inter
mittency model for the low Reynolds number. At the high 
Reynolds number, this prediction is essentially the same as the 
corresponding N-S fully turbulent prediction. For the suction 
surface there is very little difference among the three predic
tions. The data between 5 and 15 percent wetted distance are 
substantially below the predictions, while the data between 50 
and 80 percent are below, but in reasonable agreement with 
the predictions. For the pressure surface, the fully turbulent 
prediction is generally below the data, while the intermittency 
model provides a reasonable representations of the data. The 
comparison presented in Fig. 14 for the 90 percent span lo
cation demonstrates reasonably good agreement between the 
data and the intermittency model prediction for the suction 
surface and correspondingly good agreement on the pressure 
surface for the N-S fully turbulent prediction. 

Second Vane Stanton Number Results. The second vane 
Stanton number measurements are shown in Fig. 15 for both 
Reynolds number cases and both stage pressure ratios. For the 
second vane, only midspan heat-flux data were taken. Figure 
15 also includes the predicted midspan Stanton number dis
tributions. A fully turbulent and an intermittency model pre
diction are shown. The high Reynolds number intermittency 
prediction provides a good prediction at the stagnation point. 
On the suction surface, the fully turbulent and the low Reyn
olds number intermittency model predictions are conservative 
over the entire surface. The high Reynolds number intermit
tency model prediction is a better representation of the data. 
On the pressure surface, both the fully turbulent and the low 
Reynolds number intermittency models provide reasonable 
predictions of the data. The high Reynolds number intermit
tency model prediction on this surface is lower than the other 
two predictions by about 15 percent as would be anticipated. 

Conclusions 

Surface pressure and Stanton number distributions have been 
measured at selected locations on the first vane, first blade, 
and second vane of a full two-stage turbine. The first vane 
and first blade pressure measurements have been compared 

J 0.008 -

% wetted distance 

Fig. 15 Stanton number distribution on' second vane, 50 percent span: 
closed symbols: Re-140,000 data, open symbols: Re-250,000 data 
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with the prediction, but the agreement was not particularly 
good because of difficulties with the measurement. The meas
ured Stanton number distributions at midspan for the first 
vane and the first blade have been compared with predictions 
obtained using a quasi-three-dimensional N-S code and a mod
ified STAN5 technique. For the first vane, comparisons were 
presented for the fully turbulent case and for the transition 
case using two transition models (Mayle, 1991; Dunham, 1972). 
At the low Reynolds number, the Mayle transition model and 
the fully turbulent prediction provided good agreement with 
the suction surface data. The fully turbulent, the Mayle tran
sition model, and the Dunham transition model all provided 
good agreement with the suction surface data for the high 
Reynolds number case. The first vane pressure surface data 
were consistently underpredicted by all of the predictions. The 
sensitivity of the predictions to flow parameters such as tur
bulence intensity, coupled with the lack of agreement for the 
vane pressure surface heat transfer, illustrates the importance 
of correctly modeling the actual flow field in any heat transfer 
analysis. 

The first blade data were compared to N-S turbulent and 
N-S with the Mayle and DuUenkopf (1989, 1991) intermittency 
model predictions. There is very little difference between the 
results of these two predictions. For the blade suction surface, 
the predictions were consistently above the data. The agree
ment between data and prediction for the pressure surface was 
reasonably good. 

The surface of the blade used in these experiments appeared 
to be very rough. However, when the roughness density was 
accounted for, the analysis showed only a small increase in 
blade heat transfer due to surface roughness. The relatively 
good agreement between the measured and predicted blade 
heat transfer supports this conclusion. In the analysis the effect 
of surface roughness is strongly dependent on Reynolds num
ber. Consequently, for the actual SSME engine operating con
ditions the analysis predicts a significant increase in blade heat 
transfer due to surface roughness. 

The second vane data were compared with N-S fully tur
bulent calculations and with a N-S solution including the Mayle 
and DuUenkopf intermittency model. For the suction surface, 
both calculations were generally conservative. However, for 
the pressure surface, the predicted Stanton number distribu
tions were in good agreement with the experimental data. 
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The Effects of Incident Turbulence 
and Moving Wakes on Laminar 
Heat Transfer in Gas Turbines 
The effect of free-stream turbulence and moving wakes on augmenting heat transfer 
in accelerating laminar boundary layers is considered. First, the effect of free-stream 
turbulence is re-examined in terms of a Nusselt number and turbulence parameter, 
which correctly account for the free-stream acceleration and a correlation for both 
cylinders in crossflow and airfoils with regions of constant acceleration is obtained. 
This correlation is then used in a simple quasi-steady model to predict the effect of 
periodically passing wakes on airfoil laminar heat transfer. A comparison of the 
predictions with measurements shows good agreement. 

Introduction 
From a simple point of view, turbulence in the wakes from 

a preceding row of airfoils may be considered to be superposed 
on the free-stream or "background" turbulence such that the 
turbulence level incident to an airfoil row in a gas turbine 
varies something like that shown in Fig. 1. While this variation 
is accompanied by variations in the velocity, angle of attack, 
temperature, and the length scale of turbulence, only the effect 
of a temporal variation in free-stream turbulence will be con
sidered in this paper. Neglecting the wakes from the airfoils 
two rows upstreams, the period of this variation will be r = 
2ir/oi, where o> is the blade passing frequency of the upstream 
row of airfoils. 

In general, designers always circumferentially mass average 
the flow and thermal energy leaving an airflow row, which in 
turn provides a "time-averaged" steady flow with a uniform 
turbulence level entering the next row. While this considerably 
simplifies the aerodynamic and heat transfer analysis through 
each row of airfoils, it generally leads to significant discrep
ancies when compared to time-averaged unsteady measure
ments. Comparisons of this type have only been made within 
the last decade. Most notable are those made by Dring et al. 
(1982, 1986), Hodson (1984), Dunn et al. (1986), and Dong 
and Cumpsty (1990a, b). 

One difficulty in predicting the aerodynamic loss and heat 
transfer arises from the unsteady, wake-induced transition that 
occurs on the suction surface of most turbine airfoils. The 
wakes, passing with a period T, induce a laminar-turbulent 
transition earlier than that which would occur for a steady, 
time-averaged incident flow. As a result, the time-averaged 
aerodynamic loss and heat load on the suction surface is usually 
underpredicted when the mass-averaged inlet flow conditions 
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are used. Recently, Mayle and Dullenkopf (1990,1991) showed 
how to incorporate this unsteady effect into a steady-flow 
analysis by introducing a time-averaged intermittency factor. 
In particular, they showed that the time-averaged Nusselt num
ber distribution on the airfoil surface may be obtained from 

Nu(x) = [1 - y(x)] Nui(x) + 7WNUT<X) (1) 
where y is the time-averaged intermittency factor, i.e., the 
average fraction of time that the boundary layer flow is tur
bulent, x is the streamwise coordinate along the airfoil's sur
face, and NuL(x) and N u ^ ) are the laminar and turbulent 
Nusselt number distributions as calculated from a steady flow 
analysis. For transition through "multiple modes," they also 
showed that the intermittency factor 7 is given by 

7=[ l -7»Wm-7 w (x) (2) 
where y„ and y„ are the intermittency factors for the steady, 
normal mode of transition (e.g., natural or bypass transition) 
and the unsteady, wake-induced mode, respectively. Equations 
and correlations for obtaining y„ and yw have since been pro
vided by Mayle (1991). 
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Fig. 2 Effect of passing wakes on airfoil Nusselt number distribution 

The effect of wake-induced transition on the time-averaged 
Nusselt number for the suction surface of a fore-loaded turbine 
airfoil is shown in Fig. 2. The measurements, obtained by 
Dullenkopf et al. (1991), are shown for both the pressure side, 
x/c < 0, and suction side, x/c > 0, of the airfoil for different 
wake passing frequencies expressed in the form of a Strouhal 
number, i.e., S = u>c/UO0 where U„ is the incident velocity. A 
comparison between the transition theory just described and 
the measurements on the suction surface is also presented in 
the figure and is seen to be excellent. 

While not so important when considering the aerodynamic 
loss of a turbine airfoil, the effect of incident turbulence and 
moving wakes on the laminar portions of the boundary layer 
when considering heat transfer, i.e., NuL(x), is important. In 
these regions, it is not uncommon to find a 60 percent increase 
in the laminar heat transfer rate above that predicted. Here it 
is important to separate this increase, which results from the 
highly disturbed nature of the laminar boundary layer when 
a free-stream fluctuation, such as turbulence, is imposed on 
the flow, from that associated with laminar-turbulent transi
tion. The increase in heat transfer resulting from free-stream 
turbulence is solely an unsteady effect within a completely, 
albeit highly disturbed, laminar boundary layer (see Paxson 
and Mayle, 1991). This response to free-stream turbulence is 
well known, particularly for steady flow around the forward 
portion of circular cylinders (see Schlichting, 1979), and is 
significant compared to that found for a turbulent boundary 
layer where the effect of free-stream turbulence on heat transfer 
is small (Blair, 1983). The effect is also small for laminar 
boundary-layer flow where, as will be seen, the free-stream 
acceleration is small. While this is the situation for most of 
the results shown in Fig. 2 on the suction surface, it is not the 
case for that on the pressure surface. 
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Fig. 3 Velocity and acceleration distributions for airfoil of Dullenkopf 
et al. (1991) with Rec = 380,000 

The free-stream velocity distribution and acceleration pa
rameter of the airfoil used to obtain the data presented in Fig. 
2 is shown in Fig. 3. The acceleration parameter, defined as 
K = (v/U2)(dU/dx) where c is the kinematic viscosity and U 
is the free-stream velocity, has been plotted for a Reynolds 
number based on chord and incident velocity, i.e., Rec= U^c/ 
v, of 380,000. Since K<x. 1/Rec for a given airfoil, incident 
angle, and cascade geometry, the acceleration parameter for 
smaller Reynolds numbers will be larger in magnitude. In ad
dition, the value of K above which a laminar boundary will 
not transition, i.e., K^3(\0)6, and that below which it may 
separate before transition, i.e., K<Kail^ -5.13(10)~77V 4 

(see Mayle, 1991), are also shown. For the latter, the measured 
background turbulence of 7w = 0.86 (percent) was used. The 
velocity distribution is somewhat typical of a fore-loaded air
foil with a nearly constant acceleration on the pressure surface 
and a nearly constant velocity on the suction surface after a 
strong, initial acceleration. Over most of the suction surface, 
the acceleration parameter is slightly negative indicating a mild 
deceleration, but it is always greater than that which would 
cause separation to occur before transition. In fact, transition 
without wakes passing occurs via a bypass mode at x/c = 0.95 
(see Mayle and Dullenkopf, 1990). 

Since the acceleration parameter over most of the pressure 
surface is above 3(10)~6, the boundary layer there is mostly 
laminar and the measured increase in Nusselt number (Fig. 2 
for x/c < 0) must be caused by the turbulence in the passing 
wakes. Since the free-stream strain rate a = dU/dx is nearly 
constant on this surface, this flow must be similar to that found 
for stagnation flow or flow on the forward portion of a circular 
cylinder, except for magnitude. It follows, therefore, that the 
effect of free-stream turbulence and the turbulence within mov
ing wakes on the heat transfer in the accelerating laminar 
boundary layer on this airfoil must be related to that for a 

Nomenclature 

a = strain rate = dU/dx 
«! = dimensionless strain rate coef

ficient 
b = blockage ratio 
c = airfoil chord 
d = cylinder diameter 
h = heat transfer coefficient 
k = thermal conductivity 
K = acceleration parameter 

= (v/U2){dU/dx) 
Nu = Nusselt number 

P = wake or airfoil pitch 
Pr = Prandtl number 

Re = Reynolds number 
S = Strouhal number 

Tu = turbulence level 
U = free-stream velocity 
x = surface coordinate in stream-

wise direction 
y = lateral distance, normal to 

flow 
7 = intermittency 
v = kinematic viscosity 
p = density 
T = wake-passing period 

co = blade passing frequency 

Subscripts 
a = quantity based on dU/dx 
c = quantity based on chord 
d = quantity based on diameter 
L = laminar 
n = normal transition mode 
T = turbulent 
w = wake induced transition mode 
oo = incident, or outside wake con

ditions 
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similar flow on the forward portion of a circular cylinder. The 
only problem appears to be one of finding the appropriate 
correlation parameters. 

The present paper addresses this problem by first reviewing 
the literature regarding the effect of free-stream turbulence 
level on laminar heat transfer and coupling the results for 
stagnation flow on a cylinder to that for flow on an airfoil 
with constant acceleration. A simple theory is then presented 
for predicting the heat transfer augmentation as a result of a 
time-varing turbulence level. Finally, a comparison with the 
data shown in Fig. 2 is made and some conclusions drawn. 

Effect of Turbulence on Laminar Heat Transfer 
It is now recognized that the effect of free-stream turbulence 

on heat transfer in a laminar boundary layer is strongly coupled 
to the free-stream acceleration. In particular, Kestin et al. 
(1961) and Junkhan and Serovy (1967) showed that turbulence 
has no effect on heat transfer if the flow is nonaccelerating. 
For flows with acceleration, however, numerous experiments 
(Kestin et al., 1961; Junkhan and Serovy, 1967; Dyban and 
Epick, 1970; Kestin and Wood, 1971; Lowery and Vachon, 
1975; Brown and Martin, 1979) have shown dramatic increases 
in heat transfer at relatively small free-stream turbulence levels. 

Some results for a cylinder in a turbulent crossflow are 
presented in Fig. 4 where the Nusselt number at stagnation 
divided by the square root of the Reynolds number is plotted 
against the incident turbulence level times the square root of 
the Reynolds number. Both the Nusselt number and the Reyn
olds number are based on the diameter of the cylinder. Also, 
the Reynolds number and turbulence level are based on the 
incident velocity. For this plot, the absolute value of the tur
bulence level (not percent) is used. The data of Kestin and 
Wood and Van Dresar and Mayle (1989) were obtained using 
mass transfer techniques and the well-known heat/mass trans
fer analogy. Those of Lowery and Vachon are from heat trans
fer measurements. Despite the data scatter, an increase in heat 
transfer of 35 percent is found at a turbulence level of 5 percent 
for Red =100,000, i.e., Tu\f&td = 16. 

In the past, although little has been done to determine the 
effect, the data scatter seen in Fig. 4 has been attributed to 
the length scale of turbulence (Yardi and Sukhatme, 1978). 
However, little attention has been paid to the effect of the 
free-stream strain rate a = dU/dx. Therefore, it is best to review 
the theory for heat transfer in a laminar boundary layer with 
a constant strain rate to ascertain the important parameters 
of this flow. 

Frossling (1940) numerically evaluated the heat transfer in 
a laminar boundary with a variable free-stream acceleration 
and a Prandtl number of 0.7 using the series expansion tech-
nique. For stagnation flow, i.e., U=ax, he found Nu* vRe* 

= h s/v/a/k = const, where h is the heat transfer coefficient 
and k is the thermal conductivity. The quantity Nu^/VRe*, 
where the Nusselt and Reynolds numbers are based on x and 
the Reynolds number is based on the local free-stream velocity 
U, is called the Frossling number. One may also call this quan
tity a Nusselt number based on the length scale \jv/a. In order 
to avoid the confusion in the literature regarding Frossling 
numbers for flow around a cylinder, the latter outlook will be 
taken and a Nusselt number based on the length scale \fv7a 
will be defined, viz., Nu„ = h-JV/a/k. Later, Eckert (1942) ob
tained the solution for different Prandtl numbers, Pr, and 
provided a relatively simple expression for Nu„, viz., 

Nu„ = 0.571 Pr0'37, (3) 
which for Pr = 0.7 yields Nu„ = 0.5. 

When the incident flow is nonturbulent, heat transfer in 
laminar stagnation flow is determined by two characteristic 
length scales (one viscous, the other thermal) and one char
acteristic velocity scale. The characteristic viscous length scale 
is \]v/a and the characteristics velocity scale is \fav. The ratio 
between the viscous and thermal length scales is simply the 
Prandtl number. Hence, for a nonturbulent incident flow, the 
Nusselt number Nu„ can only be a function of the Prandtl 
number as seen in Eq. (3). When the incident flow is turbulent, 
however, one must also consider the characteristic turbulence 
intensity, say u', and length scale, say L. Hence, Nufl for a 
turbulent incident flow can be a function of Pr, u'/\fav and 
L\ja/v, or a combination thereof. Although the scale of tur
bulence is known to have an effect (see Yardi and Sukhatme), 
measurements are scant and it will presently be considered that 
the main effect of turbulence may be characterized for the 
most part by 

Nufl=/nc(Pr, Tua) (4) 
where the characteristic turbulence parameter has been defined 
as Tua = u' /^fav. 

For flow around a cylinder, the velocity near stagnation 
varies according to U= atUxx/d. Using a = axU„/d, the Nus
selt number Nu„ = h\Jv/a/k becomes 

Nu„ = Nud/V«iRerf 

and the turbulence parameter Tua becomes 
Tua = Tu VRerf/tfi 

(5) 

(6) 

In this case, the turbulence intensity has been defined as 
u' = TuUoo- Hence, as they stand, the coordinates in Fig. 4 are 
not sufficient to characterize the effect of incident turbulence 
on laminar heat transfer for a cylinder since both Nurf/V

Re</ 
= 0.571 V«iPr"°" and Tu-jRsd = Tuasfa~i depend on the coef
ficient a\. 

For potential flow around a circulation cylinder ax = 4. Kwon 
et al. (1983) report «i = 3.63 as typical for flow around a cir
culation cylinder without blockage, while Van Dresar and Mayle 
measured values as low as 2.3. In general, the coefficient ax for 
a circular cylinder depends on Reynolds number, blockage, and 
incident turbulence level. A correlation that accounts for these 
effects was obtained by Dyban and Epick (1985) and is given 
by 

a, =4.0-1.15 ReJ001 + 26/(1 +b)-2 Tu 

where b is the blockage ratio. For the values Rerf= 105, 6 = 0.1, 
and Tu = 0.05, this expression yields tf! = 3.09. 

The data presented in Fig. 4 were replotted using Eqs. (5) 
and (6) to obtain Nua and Tu„ for stagnation flow on a cylinder. 
For Van Desar and Mayle's data, the measured values of the 
acceleration coefficient were used. For the data of Kestin and 
Wood, and Lowery and Vachon, values of ax were obtained 
using Dyban and Epick's expression. The resulting plot is shown 
in Fig. 5. While only marginally successful in collapsing the 
data, plotting the data in this format does produce a noticeable 
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realignment at the higher turbulence levels and, as will be seen 
shortly, allows a correlation of both cylinder and airfoil data. 

For flow on an airfoil in a region where U = ax, the free-
stream velocity may be expressed as U=a\Uoax/c where Ua is 
the incident velocity. Using a = aiUm/c, the Nusselt number 
y[Nua = hsjv/a/k becomes 

2.5 

Nua = Nuc/V«iRec (7) 

where Nuc is the local Nusselt number based on the chord 
length and Rec is the Reynolds number based on the incident 
velocity and chord length. The turbulence parameter Tu„ - u' / 
\fa~v ( = TuUJ^fav) becomes 

Tu^Tu^tJax (8) 

In this case, of course, the value of ay depends on the airfoil's 
design. For the airfoil velocity distribution shown in Fig. 3, 
two regions of constant acceleration are found. One is near 
the leading edge on the suction surface at stagnation, where 
a i»32 , while the other is over the forward portion of the 
pressure surface where ax « 1.9. As discussed before, a laminar 
boundary layer is likely in both. 

Heat transfer measurements for this airfoil at different in
cident turbulence levels were obtained by Schulz (1986) and 
are shown in Fig. 6. The highest values of Nusselt number are 
evident at stagnation near the leading edge where the accel
eration is the largest (see Fig. 3). The results on the suction 
surface are typical in that they reflect an earlier transition with 
increasing turbulence. Transition here is via the bypass mode. 
On the pressure surface, the Nusselt number is nearly constant 
within the region having a constant strain rate a, but increases 
with increasing turbulence level in a manner similar to that on 
the forward portion of a cylinder. These data were used to 
calculate Nu„ and Tua according to Eqs. (7) and (8) for the 
region of constant acceleration on the pressure surface. A 
similar procedure was followed to evaluate Nufl and Tua using 
Priddy and Bayley's (1988) and Turner's (1971) pressure side 
measurements. Both Priddy and Bayley, and Turner tested 
foreloaded airfoils, which had substantial regions where U = 
ax on their pressure surfaces. 

The results of these calculations are shown in Fig. 7 together 
with the data from Fig. 5 for cylinders. The airfoil data are 
presented using solid symbols, while the cylinder data are pre
sented using open symbols. Both Kestin and Wood's, and 
Lowery and Vachon's data are shown using the same symbol 
to indicate that their data were obtained using calculated values 
of the acceleration coefficient. A previously pointed out, Van 
Dresar and Mayle's results were obtained using their measured 
values. The relevant Reynolds numbers for the data shown in 
this figure vary from 75,000 to 460,000, turbulence levels vary 
from 0.2 to 17 percent, and the coefficients alt vary from 1.1 
to 4.4. The effect of the latter is well illustrated by comparing 
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the data of Priddy and Bayley's at Tua = 108 with that of Schulz 
at Tua = lQ. Both data are for airfoils with an incident tur
bulence level of about 16 percent and nearly the same chord 
Reynolds numbers. The coefficients au respectively 1.13 and 
1.95, however, are substantially different. 

The large data scatter at the low values of Tua (shaded area) 
are presently attributed to the effects of turbulent length scale. 
At these values, it is thought that the turbulent energy within 
the necessary range of length scales to cause an increase in 
heat transfer is highly dependent on both the turbulence level 
and the method of producing the turbulence (integral length 
scale). At higher turbulence levels, however, the energy nec
essary to produce the increase is probably always available, 
and independent of the level and the method used. A corre
lation of the results that best fits both the airfoil and cylinder 
data was found to be given by 

NuJPr - 0 . 3 7 . 0.571+0.0125 Tu„ 1 + 
1.8 

[1 + (Tua/20y 
(9) 

where Tua is evaluated using the absolute incident turbulence 
level and not percent. This correlation is also shown in Fig. 
7. ' 

The correlation and data scatter band are reproduced in Fig. 
8 together with the theory presented by Smith and Kuethe 
(1966). They solved the time-averaged equations of motion 
and energy for a laminar flow with free-stream turbulence by 
relating the turbulent viscosity to the turbulence in the free 
stream. In the present notation, their theory provides 

NuflPr-0-37 = 0.571 +0.0316 Tu„ 

As seen in Fig. 8, this result is only good for low values of 
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the free-stream turbulence parameter, i.e., Tua < 10. At higher 
values, the increase is about half that predicted by their theory. 
In fact, for Tua > 50, Eq. (9) yields 

Nu„Pr"°-37»0.571 +0.0125 Tua 

These two expressions, diverging in behavior, may indicate 
that the effect of free-stream turbulence on laminar heat trans
fer involves two very different physical mechanisms: one at 
low levels and another at high levels. In fact, these two linear 
expressions may simply represent the upper and lower limits 
of data for all turbulence levels and length scales. 

A Simple Theory 
Recently, Van Dresar and Mayle (1989) presented two simple 

quasi-steady models to account for the effect of turbulence in 
moving wakes on the time-averaged laminar Nusselt number. 
One uses the wake turbulence distribution Tu(y), while the 
other uses the wake intermittency distribution y(y) together 
with the maximum turbulence level in the wake. In these expres
sions, y is the coordinate measured across the wake. Both 
models assume that the boundary layer reacts immediately to 
the impressed free-stream turbulence. For gas turbine type 
flows, Paxson and Mayle showed this to be true. The expres
sions proposed by Van Dresar and Mayle for the time-averaged 
Nusselt number are: 

Model using the wake turbulence distribution 

Nu = - ( Nu[Tu(t)]dt=\Nu[Tu(y)]d(y/P) (10) 
T J, J 0 

where T is the wake passing period and P is the pitch of the 
wakes, i.e., pitch of the upstream row of airfoils. Here, as in 
all of the following expressions, the subscript L on the Nusselt 
number has been dropped in order to make the subscripts less 
cumbersome, i.e., Nu ,̂ (see Eq. (1)) is now being replaced by 
Nu. 

Model using the wake intermittency distribution 

Nu = - ( N u * = Nu„ + (Nu„, - Nu„) ( y(y)d(y/P) 
T J, J 0 

where Nu„ and Nu,„ are, respectively, the Nusselt numbers 
one obtains using the free-stream (background) turbulence 
level and maximum level of turbulence in the wake, i.e., 
Nu,,, = Nu(7Y<„) and Num = Nu(7,«m). 

They compared these models to experimental results and 
showed that the transfer rate on the forward portion of a 
cylinder within a wake caused by another upstream cylinder 
is best represented by the intermittency model. They also 
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shown in Fig. 2 with S = 3.8 

showed that the turbulence model overpredicts the time-av
eraged, wake-augmented increase by about 20 percent. For
tunately, since the intermittency distribution is generally not 
known nor measured, this discrepancy is small enough such 
that the turbulence model may be sufficient to predict the 
effect. In Fig. 2, the discrepancy between the two models 
amounts to an error equal to the size of the symbols used in 
the figure. 

The time-varying turbulence level (streamwise and lateral 
components) of the incident flow entering the cascade was 
measured for the test with S = 3.8 whose results are shown in 
Fig. 2. The measurements are presented in Fig. 9 as a turbulence 
level versus the fractional distance between the wakes. Here, 
it appears that the wake is "buried" in a flow with a back
ground turbulence level somewhat less than one percent. The 
maximum turbulence level in the wake is about 5 percent. If 
this distribution is used to determine the time-averaged Nusselt 
number on the pressure surface for the test results shown in 
Fig. 2 (using Eqs. (9) and (10) with Nu = Nu„\/ffiRec and the 
measured value of aj = 1.95), the resulting predicted value is 
(Nu)s=3.8 = 644. The Nusselt number obtained from Eq. (9) 
using the background turbulence level is Nu„ = 542. For a given 
tfi and turbulence distribution, both Nus and Nu,*, are inde
pendent of x. 

Assuming that the wakes do not overlap to cause an increase 
in background turbulence, it is easy to show (using Eq. (10)) 
that the time-averaged Nusselt number at any wake passing 
frequency (for the test results shown in Fig. 2) is given by 

Nu = Nu„ + ^-r[(Nu)S = 3 .8- NU(X (11) 

This expression was used to evaluate the time-averaged Nus
selt number distributions for S = 3.8 and 7.5. The results are 
shown in Fig. 10. In this plot, however, the measured Nusselt 
number distribution for S = 0 (i.e., no wakes) was used for 
NuooCx). This was done to compensate partially for the slight 
variation in at (see Fig. 3) over the pressure surface. If Nu,* 
were obtained from a boundary layer computational program, 
this would be unnecessary. In any event, the quasi-steady model 
using an augmented heat transfer as described by Eq. (9) is 
seen to predict the time-averaged effect of periodically passing 
wakes on heat transfer quite well. 

Conclusions 

Data for heat transfer on the forward portion of circular 
cylinders and on airfoils with a constant free-stream strain rate 
and different free-stream turbulence levels were found to cor
relate using a Nusselt number andturbulence parameter, which 
depend on the strain rate a = U/x. The correct Nusselt number 
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for these flows is Nua = h\Jv/a/k and the correct turbulence 
parameter appears to be Tua = u'/\fav where u' is the tur
bulence intensity. A correlation that best fits both the cylinder 
and airfoil data was found to be 

NuaPr"°'37 = 0.571+0.0125 Tua 1 + 1.8 
\\ + (Tua/2Q>y 

Heat transfer data on the pressure side of an airfoil with 
wakes passing at various frequencies was compared to a simple 
quasi-steady model, viz., 

Nu J- f 
T J , 

Nu[Tu(t)]dt 

where Nu = Nu0V«iRec is the Nusselt number in the laminar 
portion of the flow. This model assumes that the laminar 
boundary layer reacts immediately to the impressed free-stream 
turbulence. When the correlation above was used to obtain 
Nu„, the agreement was found to be very satisfactory for the 
present set of data. 
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Wake-Induced Unsteady 
Stagnation-Region Heat Transfer 
Measurements 
An experimental investigation of wake-induced unsteady heat transfer in the stag
nation region of a cylinder was conducted. The objective of the study was to create 
a quasi-steady representation of the stator/rotor interaction in a gas turbine using 
two stationary cylinders in crossflow. In this simulation, a larger cylinder, repre
senting the leading-edge region of a rotor blade, was immersed in the wake of a 
smaller cylinder, representing the trailing-edge region of a stator vane. Time-averaged 
and time-resolved heat transfer results were obtained over a wide range of Reynolds 
number at two Mach numbers: one incompressible and one transonic. The tests were 
conducted at Reynolds numbers, Mach numbers, and gas-to-wall temperature ratios 
characteristic of turbine engine conditions in an isentropic compression-heated tran
sient wind tunnel (LICH tube). The augmentation of the heat transfer in the 
stagnation region due to wake unsteadiness was documented by comparison with 
isolated cylinder tests. It was found that the time-averaged heat transfer rate at the 
stagnation line, expressed in terms of the Frossling number (Nu/^/Re), reached a 
maximum independent of the Reynolds number. The power spectra and cross-
correlation of the heat transfer signals in the stagnation region revealed the impor
tance of large vortical structures shed from the upstream wake generator. These 
structures caused large positive and negative excursions about the mean heat transfer 
rate in the stagnation region. 

Introduction 
The importance of wake passing to the heat transfer and 

aerodynamics of a downstream turbomachinery blade has in
spired a great deal of research in recent years (e.g., Doorly 

•andOldfield, 1985; O'Brien etal., 1986; Ashworthetal., 1985; 
Wittig et al., 1988; Guenette et al., 1989). Because of the high 
degree of unsteadiness in the wake, premature boundary-layer 
transition and highly augmented stagnation-region heat trans
fer result from wake interaction. The stagnation region is of 
particular interest because this is usually the region of highest 
heat transfer rate, and the physical mechanism by which the 
heat transfer augmentation occurs in this region is not well 
understood at present. Consequently, accurate prediction of 
the wake-augmented heat transfer in this region has not been 
fully achieved as yet. 

In the present experiment, a larger diameter cylinder (rep
resenting the leading edge of a rotor blade) was immersed in 
the wake of a smaller diameter cylinder (representing the trail
ing edge of a stator vane). The purpose of the study was to 
investigate the effect of wake interaction in the stagnation 
region of a simulated rotor blade and to determine how the 
wake and its internal structure influence the heat transfer in 
the stagnation region of a downstream blade. The intention 
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was not to complicate the experiment by introducing relative 
motion between the two cylinders in the hope that some fun
damental insight to the problem could be gained through a 
quasi-steady representation of the phenomenon, which might 
otherwise be difficult to extract from a wake-passing type 
experiment. 

The literature relevant to stagnation-point heat transfer and 
the heat transfer to a cylinder is quite vast, but several sig
nificant studies stand out. The first analytical work presented 
on the subject was given by Frossling (1958) who provided a 
semi-analytical solution for the Frossling number, Nu/VRe, 
as a function of the angular position from the stagnation point 
(6 in radians): 

Nu 

Re 
= 0.9449 

0.510 0.596 
16 

(1) 

This relation is valid for the laminar region on the front face 
of a cylinder (0 < 55 deg) in a fluid with a Prandtl number of 
0.7 and a wall temperature slightly lower than the free-stream 
temperature. The solution is semi-analytical in that it utilizes 
an experimentally measured pressure distribution at a relatively 
low Mach number and low Reynolds number. 

Frossling's solution is only valid in an incompressible flow, 
and no similar result exists for compressible flow around a 
cylinder. White (1974), however, provided an analytical esti
mate of the stagnation-point heat transfer in a compressible 
flow. The relation shows that the stagnation-point heat transfer 
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decreases with Mach number in the subsonic regime and in
creases with gas-to-wall temperature ratio. No experimental 
studies on the heat transfer distribution on a cylinder are pre
sented in the literature at transonic Mach numbers. However, 
Nagamatsu and Duffy (1984) measured the stagnation-point 
heat transfer on a cylinder at a Mach number of 0.45 and a 
gas-to-wall temperature ratio of 1.5 and found that Frossling's 
solution underpredicted the heat transfer rate there. The only 
other relevant measurements on a cylinder in transonic flow 
reported in the literature are the skin-friction measurements 
performed by Murthy and Rose (1978). They measured the 
skin-friction distribution in the laminar boundary-layer region 
of a cylinder and found that for supercritical Mach numbers, 
the skin-friction coefficient away from the stagnation line was 
considerably lower than at subcritical Mach numbers. 

The effect of turbulence intensity and scale upon stagnation-
region heat transfer has been the subject of much study for 
some time. One of the earliest studies was that by Smith and 
Kuethe (1986) who used an eddy-viscosity model to estimate 
the enhancement of the stagnation-point heat transfer by free-
stream turbulence. Their model revealed the quantity TV/Re 
as an important correlation parameter for stagnation-point heat 
transfer in the presence of elevated free-stream turbulence lev
els. Many of the correlation equations presented in the literature 
utilize this parameter exclusively, and consequently they do not 
take into account any effect due to the turbulence length scale. 
One such correlation is that provided by Lowery and Vachon 
(1975): 

Nu 
Re,/: = 1.010 + 2,624 

Tu Re1 

100 
-3.070 

Tu Re 1/21 2 

100 
(2) 

The above equation is valid in the range 0 < Tu^/Re < 64 
(where Tu is an absolute fraction here). The correlation in
dicates, as do the experimental data, that the stagnation-point 
Frossling number reaches an asymptotic value of approxi
mately 1.6 for 7WRe = 45, beyond which further increases in 
the stagnation-region Frossling number were not observed with 
increases in either Tu or Re. The asymptotic value of approx
imately 1.6 has been observed by others, although some in
vestigators (e.g., Zukaskas, 1985) report stagnation-point 
Frossling numbers above 2 for high values of Tu\fRe. More 
data are needed at high values of the parameter Tu^fKe to 
make any definitive statements in this regard. The effect of 
turbulence length scale on stagnation-point heat transfer has 
been a subject of intensive study (e.g., Yardi and Sukhatme, 
1978; VanFossen and Simoneau, 1985; Gorla, 1984), but few 
conclusions have been drawn. The only universal conclusion 
that can be drawn from these studies, which seems to be phys
ically intuitive anyway, is that smaller scales are more effective 
at enhancing the heat transfer in the stagnation region than 
larger scales. It is also generally conjectured that eddies whose 
axes are aligned perpendicular to the mean flow and the axis 
of the cylinder are the most effective at augmenting the stag
nation-region heat transfer. Eddies whose axes are aligned in 
this manner are stretched by streamline divergence in the stag
nation region. Once these vortex filaments enter the boundary 
layer, they cause significant three-dimensional effects believed 

to be the mechanism responsible for augmenting the stagna
tion-region heat transfer in the presence of free-stream tur
bulence (see Sutera et al., 1963, for a discussion of this proposed 
mechanism). 

Because of its geometric simplicity, the cylinder has been 
utilized by a host of investigators interested in fundamental 
studies of the heat transfer near the leading edge of a turbine 
blade (e.g., VanFossen and Simoneau, 1985; O'Brienand Capp, 
1988; Van Dressar and Mayle, 1989). The simulation of the 
trailing edge of a stator blade by a cylinder was introduced by 
Doorly and Oldfield (1985) in a classic experiment, which uti
lized a rotating spoked-wheel wake generator to simulate wake-
passing events in a two-dimensional cascade, and the simu
lation has been used extensively since (see, for example, O'Brien 
et al., 1986; Wittig et al., 1988; LaGraff et al., 1989; Van 
Dressar and Mayle, 1989). Doorly and Oldfield showed that 
the simulation was quite good in terms of producing the correct 
wake-defect profiles and relative velocity-vector diagram. Re
cent tests on a common blade profile by Guenette et al. (1989) 
and Ashworth et al. (1985) showed remarkable correspondence 
between the midspan time-resolved heat transfer in the real 
rotating stage and the passing bar-wake simulation in a fixed 
two-dimensional cascade. Actual turbine blade wakes and cyl
inder-simulated wakes have been compared by Pfeil and Herbst 
(1979), Doorly and Oldfield (1985), Wittig et al. (1988), and 
O'Brien and Capp (1988). Pfeil and Herbst found that the best 
simulation was obtained by choosing the cylinder diameter such 
that the profile drag between the particular airfoil and the 
cylinder are matched. However, Wittig et al. found that to 
achieve sufficient similarity between ,the profiles, it was nec
essary to move the cylinder axis somewhat upstream of the 
trailing-edge location in the actual stage. They also found good 
similarity between the turbulence intensity profiles in the 
stream wise direction, but the turbulence intensity in the cross-
stream direction was significantly greater in the case of the 
airfoil. O'Brien and Capp found similar results. 

Beyond the similarity in the velocity-defect and turbulence 
intensity profiles, Han and Cox (1983), among others, have 
observed that over a wide range of operating conditions, tur
bine airfoils shed vortex streets that are very similar to those 
shed by cylinders. It is believed that these large vortical struc
tures may be responsible for large excursions in the instan
taneous heat transfer observed in experiments during a wake-
passing event, but little experimental evidence has been pre
sented to support this conclusion. 

To provide theoretical insight to this problem, Rigby and 
Rae (1989) examined the heat transfer at the stagnation point 
of an infinite flat plate as a vortex approached from above. 
Taking into account thermal boundary-layer thickness and 
unsteady temperature fluctuations due to the vortex, they were 
able to show that the vortex passage could indeed cause large 
fluctuations in heat transfer about the mean. The interesting 
thing to note is that these fluctuations can take place in both 
directions about the mean, potentially driving the heat transfer 
to nearly zero instantaneously. 

Experimental evidence of the effect of such vortical struc
tures was obtained by O'Brien (1988) who measured the bound-

Nomenclature 

a = acoustic speed, m/s 
D = instrumented cylinder diameter, 

m 
d = wake-generating cylinder diam

eter, m 
/ = frequency, Hz 

Fr = Frossling number = Nu/VRe 
M = Mach number = U„/aa 

Nu = Nusselt number = hD/k 

Re = Reynolds number = p^U^D/ 
M„, or pooC/oorf/Mc 

St = Strouhal number fd/U„, 

Tu = Turbulence intensity = \Ju''L/ 
Uoc, percent or absolute frac
tion 

U = velocity, m/s 
6 = angular position from stagna

tion line, deg or radians 

y, = viscosity, kg/(m s) 
p = density, kg/m 

Subscripts 
oo = free-stream quantity 
D = based on instrumented-cylinder 

diameter 
d = based on wake-generator diam

eter 
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Fig. 1 Syracuse University LICH tube schematic 

ary-layer velocity spectra with hot-film gages in the stagnation 
region of a cylinder. The experiment was conducted in an 
annular facility in which a rotating spoked-wheel wake gen
erator was placed upstream of an annular cascade of stationary 
instrumented pins. In the experiment, O'Brien first positioned 
one of the wake-generator pins immediately in front of an 
instrumented cylinder and measured the velocity spectra at 
several circumferential locations about the stagnation point. 
He found that the shedding frequency of the upstream wake 
generator was most evident at 60 deg from the stagnation line. 
As the wake-generator passing frequency was increased from 
zero, the peak in the velocity spectra remained but became 
much more broadband and shifted to lower frequencies. The 
most interesting result was that the vortices did not seem to 
have much effect upon the boundary-layer velocity spectra at 
the stagnation line itself. A similar analysis of the heat transfer 
data obtained in the same facility was not performed, but heat 
transfer experiments in the same facility (O'Brien et al., 1986) 
clearly show the enhancement of the heat transfer rate in the 
stagnation region due to wake passing. O'Brien et al. quote a 
10 percent increase in the time-averaged heat transfer rate due 
to wake passing and the appearance of transient heat transfer 
spikes that are 30 to 40 percent greater than the interwake heat 
transfer rate. 

Facility and Instrumentation 

Facility. The experiments presented herein were carried out 
in a piston-driven, short-duration wind tunnel facility (shown 
schematically in Fig. 1) known as a LICH tube (Ludweig tube 
with /sentropic Compression //eating). The operating principle 
of a LICH tube was first described by Oldfield et al. (1973). 
The device consists of a high-pressure reservoir, which can be 
vented rapidly via a fast-acting ball valve into a relatively low-
pressure tube fitted with a lightweight piston. At the initiation 
of the run, the piston starts its stroke near the reservoir end 
of the tube and is propelled toward the test section by venting 
the reservoir into the region behind the piston. As the piston 
travels down the bore of the tube the gas ahead of it is com
pressed, and therefore heated, since the test section is sealed 
from the dump tank by a fast-acting gate valve. The compres
sion process is relatively slow since the piston velocity is much 
less than the local acoustic speed. Therefore, if heat transfer 
from the hot test gas to the walls is neglected, the compression 
process can be considered to be essentially isentropic. When 
the desired operating conditions are achieved, the reservoir 
valve is opened, and the hot test gas washes through the test 
section. 

The original conception of the facility by Oldfield et al. was 
mainly for the purpose of driving a hypersonic nozzle. How
ever, the facility is also ideally suited for most applications 

that require the simulation of a compressible, high-Reynolds 
number, high-enthalpy flow. The facility is capable of pro
ducing the flow conditions necessary to simulate the gas turbine 
environment correctly (e.g., Reynolds number, Mach number, 
and gas-to-wall temperature ratio). A very distinct advantage 
to this type of facility is that Mach number, Reynolds number, 
and gas-to-wall temperature ratio can be controlled independ
ently of one another. The test-section Mach number is con
trolled by the ratio of test-section area to nozzle area, and the 
gas-to-wall temperature ratio is determined by the ratio of final 
tube pressure to initial tube pressure. In turn, the Reynolds 
number is controlled by the initial tube pressure selected for 
a given temperature or pressure ratio. Heat transfer measure
ments in this type of facility are generally less complicated 
than in a steady-flow facility since the test gas is compression 
heated to a level significantly above that of a model placed in 
the test section, and heat transfer will take place naturally 
between the flow and the model during the running time of 
the facility. 

A schematic representation of the present LICH facility is 
provided in Fig. 1 along with all relevant dimensions. The 
available run time of the facility is approximately 80 ms. The 
LICH mode of operation offers the advantage of approxi
mately an order of magnitude increase in available testing time 
over similar sized shock-heated facilities. A complete descrip
tion of this facility was given by Magari and LaGraff (1991). 
The operating map of such a facility is difficult to define in a 
concise manner because of the number of independent param
eters that are easily controlled. In the present study, Mach 
numbers of 0.08 and 0.5 were utilized with Reynolds numbers, 
based on the diameter of the instrumented cylinder, in the 
range of 67,500-112,000 and 112,000-383,000 for each of the 
Mach numbers, respectively. All the experiments were con
ducted with a gas-to-wall temperature ratio of 1.35. Back
ground turbulence levels were approximately 0.5 percent at 
M„ = 0.08 and 0.04 percent at Moo = 0.5. The free-stream 
turbulence level was enhanced with turbulence grids placed at 
the test-section entrance to produce turbulence levels of 4.5 
and 1.75 percent at M,*, = 0.08 and M„ = 0.5, respectively. 
The turbulence length scale was approximately 20 percent of 
the instrumented-cylinder diameter for both Mach numbers. 
The grids consisted of perforated plates with an open area 
significantly greater than that of the downstream throat to 
prevent choking at the grid. The openness ratio of the grids 
was 0.44 at M^ = 0.08 and 0.21 at M^ = 0.5. The grids were 
located 0.356 m upstream of the measurement location. The 
measurements of Baines and Peterson (1950) with similar grids 
indicate that there should be a high degree of isotropy and 
homogeneity of the turbulence at this downstream location, 
so extensive hot-wire studies were not conducted owing to the 
difficulties associated with these types of measurements in 
short-duration facilities. 

Instrumentation. Instantaneous and time-averaged heat 
transfer measurements were acquired from a 12.7-mm-dia ce
ramic (Macor™) test cylinder instrumented with platinum thin-
film heat transfer gages (see Schultz and Jones, 1973, for a 
complete description of the technique). Two cylinders were 
utilized in the study: one with heat transfer gages located at 
20 deg circumferential increments about the stagnation line 
and the other with 22.5 deg spacing. The gages were located 
on the front and rear surfaces of the cylinder, but only results 
from the laminar boundary-layer region on the front surface 
of the cylinders are presented here. The gages were approxi
mately 5.8 mm (0.230 in.) in spanwise extent and covered 
approximately 0.38 mm (0.015 in.) in the circumferential di
rection. The gages were deposited onto the surface of the 
Macor™ cylinders using a painting and firing technique, and 
films produced via this technique typically have a thickness of 
approximately 1 fim. 
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Fig. 3 Frossling number distribution for M = 0.08 

The operating principle of the thin-film heat transfer gage 
is based upon the fact that the resistance of the gage is a 
function of its temperature. Therefore, by passing a constant 
current through the gage, a measure of surface temperature is 
obtained by monitoring the voltage across the film. The fre
quency response of the gages themselves is on the order of 2 
MHz because of their extremely small thermal mass. Instan
taneous heat transfer rates can be deduced from the surface-
temperature signal by making the assumption that the heat 
transfer to the surface is essentially one-dimensional heat con
duction to a semi-infinite solid. This assumption is well founded 
in the case of a thermally insulating substrate such as Macor™. 
The transformation from temperature to heat transfer can be 
performed digitally, or alternatively, the conversion can be 
performed in an analog fashion with an electrical analog to 
the one-dimensional heat-conduction equation (Oldfield et al., 
1984). The latter method offers several advantages over the 
former and was utilized here. The bandwidth of the heat trans
fer analogs used was approximately 0.01 Hz to 100 kHz. 

The heat transfer results were subjected to a detailed un
certainty analysis as outlined by Kline and McClintock (1953) 
for single-sample experiments. The analysis indicates that the 
uncertainty in the Frossling-number results obtained is ap
proximately 6.8 percent with a 95 percent confidence limit. 

Hot-wire anemometry was used to characterize the free-
stream conditions and those existing behind the wake-gener
ating cylinders. To obtain a sufficiently high overheat ratio, 
it was necessary that all hot-wire runs be performed under cold 
running conditions whereby the test gas was not compression 
heated prior to opening the test-section nozzle. Because of the 
relatively short run times of the facility, to obtain reasonable 
resolution in the spectral domain required that many runs 
( = 15) be ensemble averaged. A similar technique was utilized 
for the spectral analysis of the heat transfer signals. 

Experimental Setup. A schematic diagram of the experi
mental setup used is presented in Fig. 2. The 12.7 mm (0.5 in.) 
instrumented cylinder had an exposed span of 31.7 mm (1.25 
in.), yielding an aspect ratio of 2.5. The test section was 66.0 
mm (2.6 in.) high, resulting in a projected tunnel blockage of 
19 percent. No corrections were applied for either the effects 
of tunnel blockage or aspect ratio since the primary objective 
of the study was to provide a qualitative understanding of the 
wake-interaction phenomenon. The spacing between the lead
ing edge of the instrumented cylinder and the centerline of the 
wake-generating cylinder was held constant at two instru-
mented-cylinder diameters for all tests. In terms of the wake-
generator diameter, the spacings were 8 and 16 wake-generator 
diameters for the larger and smaller wake generators, respec
tively. The spacing was selected to be the same as that utilized 
by O'Brien et al. (1986) and O'Brien (1988) and in the range 
of that used by Bayley and Priddy (1987). Additionally, the 
spacing was chosen to be representative of the actual turbine 
stage utilized by Doorly and Oldfield (1985), LaGraff et al. 

- FrossGng Solution 

Re=1!2.000.Tu-0,«% 

Re=112.000.TiM.7S% 

Re=212.000, Tu-0,4% 
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Re>2&B,00O.TiM,75% 

Re.383.000, Tu-0.4% 

Re.383.000.Tu-1.75% 

20 40 60 80 
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Fig. 4 Frossling number distribution for M = 0.5 

(1989), and Guenette et al. (1989), which had an axial gap of 
approximately 10 trailing-edge diameters. The centers of the 
two cylinders were kept along the tunnel centerline for most 
of the experiments, but some testing was performed with the 
centerlines offset. A wake-splitter plate was employed on the 
rear of the instrumented cylinder to reduce the effect of wake 
shedding from the instrumented cylinder upon the stagnation-
region heat transfer. 

Experimental Results 

Isolated Cylinder Heat Transfer. To establish a baseline 
for comparison and as a means of establishing a certain level 
of confidence in the system, a series of tests were conducted 
with the instrumented cylinder alone. The Frossling-number 
distribution for the Mo„ = 0.08 and 0.5 cases are presented in 
Figs. 3 and 4 along with the incompressible prediction of Fross
ling (Eq. (1)). For the M„ = 0.08 case, the experimental results 
are in excellent agreement with the prediction for the 0.5 per
cent free-stream turbulence level. There is a slight increase in 
the stagnation-line Frossling number with Reynolds number, 
as expected for a flow with nonzero free-stream turbulence 
intensity. At a free-stream turbulence intensity of 4.5 percent, 
the heat transfer is enhanced at all circumferential locations 
about the stagnation region. The level of enhancement at the 
stagnation line itself is consistent with the correlation results 
of Lowery and Vachon and is shown in Fig. 5 with the observed 
data. The correlation results of Lowery and Vachon (1975) 
tend to underpredict the Frossling number observed at the high 
free-stream turbulence level and overpredict it at the low free-
stream turbulence level for the M„ = 0.08 case. The observed 
values are all within 10 percent of the correlation. The observed 
fluctuations in heat transfer at the low free-stream turbulence 
intensity were between 1 and 2 percent pf the mean for all of 
the Reynolds numbers utilized throughout the laminar bound-
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ary-layer region. These levels increased dramatically after 60 
deg to about 20 percent at 80 deg from the stagnation line. At 
a free-stream turbulence intensity of 4.5 percent, the observed 
fluctuations were between 10 and 15 percent of the mean and 
quite constant throughout the laminar boundary-layer region. 
The behavior beyond the laminar boundary-layer region was 
similar to that observed in the low free-stream turbulence cases. 

The Frossling number distribution results observed for the 
M„= 0.5 cases are presented in Fig. 4. As with the low Mach 
number, the 1A/Re scaling collapses the low turbulence data 
well. The effects of compressibility on the stagnation-point 
heat transfer are not distinguishable for the range of conditions 
utilized here since the observed Frossling number is approxi
mately the same as the incompressible prediction. However, 
the Frossling number drops off much faster with the angle 
from the stagnation line than the incompressible prediction. 
This is a result of the fact that at supercritical Mach numbers, 
the pressure distribution on the front face of the cylinder is 
markedly different from that observed in an incompressible 
flow, and as a result, the hydrodynamic and thermal boundary 
layers are also quite different. The fact that the heat transfer 
rate decreases faster with 0 at supercritical Mach numbers is 
consistent with the results of Murthy and Rose (1978) who 
found a similar behavior with the skin friction. The effect of 
free-stream turbulence intensity at compressible Mach numbers 
upon the stagnation-region heat transfer is qualitatively similar 
to the results observed at incompressible Mach numbers. An 
insufficient range of 7«\/Re was investigated to make any 
firm conclusions as to the validity of Lowery and Vachon's 
stagnation-point Frossling-number correlation under these 
conditions, but it does appear that the correlation provides a 
reasonable estimate as illustrated in Fig. 5. 

Wake Survey. To obtain both a qualitative and quanti
tative picture of the conditions existing in the wake of the 
wake-generating cylinders utilized, an experimental program 
was undertaken to measure the wake characteristics using hot
wire anemometry. The measurements were taken at a single 
downstream location, which corresponded to the leading edge 
of the instrumented cylinder which was removed for the present 
series of tests. The experiments involved both wake generators 
at both Mach numbers and all the free-stream turbulence in
tensities available. 

At each of the Mach numbers, only a single unit Reynolds 
number was thoroughly investigated, but the qualitative nature 
of the results was checked at several Reynolds numbers for 
each of the two Mach numbers. It was felt that the effect of 
Reynolds number on the gross structure of the wake would be 
relatively small since all of the Reynolds numbers (based on 
the wake-generator diameter) were in the subcritical Reynolds 
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Leading Edge Location of 
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St 
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0.23 
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Fig. 6 Wake development at leading edge location of instrumented 
cylinder 

number regime for all of the test conditions investigated. The 
effect of a supercritical Mach number on the nature of the 
wake was not known a priori, however. 

The results of this investigation are summarized in Fig. 6 
for the four test conditions thoroughly investigated. For both 
wake-generator diameters utilized, the wake width was suffi
cient to encompass the entire laminar boundary-layer region 
of the downstream cylinder. Additionally, the wake width ap
peared to be unaffected by Mach number. However, the mass-
flux defect at the centerline decreased for the higher Mach 
number by approximately 10 percent for both wake generators. 
The range of mass flux observed at the centerline for all the 
cases tested was from 70 to 85 percent of the free-stream value. 
The wake profiles measured were all well correlated by a Gaus
sian-type profile (see White, 1974), which is, strictly speaking, 
only valid for the far wake, but worked well here. 

The turbulence intensities observed in the wake at M^ = 0.08 
were on the order of 16 percent for the d/D = 0.125 wake 
generator and 21 percent for the d/D = 0.250 wake generator. 
At the transonic Mach number, however, the turbulence in
tensities measured in the wake were considerably lower than 
those observed at the incompressible Mach number (9 and 14 
percent for the smaller and larger wake generators, respec
tively). (The turbulence intensities were computed based upon 
the local mean velocity as opposed to the free-stream velocity.) 
This observation was most likely related to the appearance of 
shock waves at the shoulders of the wake generator at M„ = 
0.5 and their attendant effect upon the wake flow. As with 
the defect profiles, the turbulence intensity profiles were also 
Gaussian in appearance and reached the free-stream turbulence 
level at a distance slightly greater than the mass-flux defect 
profiles, as one might expect. Free-stream turbulence intensity 
had no appreciable effect upon the turbulence intensities at 
the centerline or the turbulence intensity profiles except, of 
course, at the wake edges. 

The spectra of the turbulence in the wake were broadband 
and revealed vortex-shedding frequencies with Strouhal num
bers (St = fd/Ua,) slightly less than 0.2 for both wake gen
erators at M„ = 0.5 and approximately 0.22 for Mc» = 0.08. 
The slight differences are easily attributed to the range of 
Reynolds numbers utilized. Naumman et al. (1966) showed 
that the wake-shedding frequency at supercritical Mach num
bers was a function of the Reynolds number, and Strouhal 
number was not affected by the appearance of the shock waves 
at the shoulders of the cylinder. The shedding frequency was 
most dominant at the wake edges for all cases, but especially 
so for the larger wake generator at both Mach numbers in
vestigated. The shedding frequencies and the spectra of the 
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mass flux in the wake seemed to be relatively unaffected by 
the free-stream turbulence level. The shedding frequencies were 
found to decrease somewhat with the insertion of the instru
mented cylinder into the wake, as discussed in the following 
section. Unfortunately, it was not practical to estimate the 
turbulence length scale in the wakes because of the number of 
ensembles required to make the estimate and the short life 
expectancy of the probes under these conditions. 

Wake-Induced Unsteady Heat Transfer. After obtaining 
the isolated cylinder results and documenting the conditions 
behind the wake generators, the instrumented cylinder and 
wake generator combination was placed in the flow. Primarily 
the results obtained with the d/D = 0.250 wake generator are 
presented here, but the results obtained with the smaller wake 
generator were qualitatively, and in many respects quantita
tively similar, as discussed below. 

The time-averaged heat transfer results for the d/D = 0.250 
wake generator with M„, = 0.08 are presented in Fig. 7 in 
terms of the Frossling-number distribution over a Reynolds 
number range of 67,500 to 112,000 based on the instrumented-
cylinder diameter. Because of the mass-flux defect at the cen-
terline, the stagnation-point heat transfer is not maximum, but 
rather maximizes near 25 deg from the stagnation line. The 
effect of the ambient free-stream turbulence level appears to 
be minimal on all the results with the wake generator in place. 
As one might expect by analogy with a typical turbulent free-
stream flow, an increase in Reynolds number tends to increase 
the heat transfer everywhere in the stagnation region. As the 
Reynolds number increases, the stagnation-line Frossling num
ber appears to approach a maximum. The Frossling number 
distributions measured with the d/D = 0.25 wake generator 
in place at Mo. = 0.5 are presented on Fig. 8 for ReD = 112,000 
to 383,000 (28,000 to 95,750 based on the large wake-generator 
diameter). For this case, the stagnation-line Frossling numbers 
are not significantly lower than the values observed at circum
ferential locations away from the stagnation line as noted at the 
lower Mach number. The curves collapse to essentially a single 
curve with the 1 A/Re scaling, indicating that the effect of the 
magnitude of Tw^fRe had reached a limiting condition. 

In Fig. 5 the observed stagnation-line Frossling numbers are 
plotted against the parameter Tu\/Re for both wake-generator 
diameters and Mach numbers. The turbulence intensity utilized 
was that measured at the wake centerline in the hot-wire ex
periments. As a rough correction for the effect of the mass-
flux defect at the centerline, the Reynolds number used in the 
calculation of Tu^fRe and Nu/VRe was calculated using the 
mass flux measured in the hot-wire experiments. Also plotted 
in this figure is the correlation equation of Lowery and Vachon, 
which shows reasonable agreement with the results obtained 
at Moo = 0.08 and excellent agreement with M„ = 0.5. The 
observed Frossling numbers (corrected for the mass-flux de

fect) at Moo = 0.5 reach a maximum of approximately 1.65, 
which is consistent with the observations of Lowery and Va
chon (1975) for the enhancement of stagnation-point heat 
transfer by free-stream turbulence at incompressible Mach 
numbers. The fact that the observed stagnation-line Frossling 
numbers lie below the correlation for the incompressible Mach 
number is likely related to several factors, which include: the 
relative scale of the turbulence in the wake flow, the mass-
flux-defect profile, and the fact that the bulk of the vortex 
filaments in the wake flow, have their axes aligned parallel to 
the instrumented cylinder axis since the wake is not fully de
veloped for the separation distances utilized. As stated earlier, 
it is generally believed that vortex filaments with their axes 
aligned perpendicular to the cylinder axis and the free-stream 
directions are the most effective at augmenting the stagnation-
region heat transfer. An additional consideration of signifi
cance is that the tunnel blockage used in the present study was 
relatively high and may also influence the comparison with 
Lowery and Vachon's correlation. 

Figures 9 and 10 present simultaneous heat transfer traces 
obtained at the stagnation line and circumferential locations 
of -20, 20, 40, and 60 deg for the two Mach numbers with 
the d/D = 0.250 wake generator placed upstream. The high 
degree of correlation between the large excursions in the signals 
from adjacent gages is relatively evident. The level of unstead
iness observed in these signals is quite significant as illustrated 
in Figs. 11 and 12, which present the normalized rms distri
butions of the Nusselt number. For the low Mach number, the 
fluctuations are on the order of 16-19 percent of the mean 
throughout most of laminar boundary-layer region and de
crease slightly with the angle from the stagnation line. At the 
higher Mach number, the fluctuations are greater and are on 
the order of 20-25 percent of the mean throughout the entire 
laminar boundary-layer region. This result is interesting be
cause the turbulence intensity observed in the wake of the larger 
wake generator at the high Mach number was on the order of 
14 percent and was significantly lower than that observed at 
the incompressible Mach number ( = 21 percent). 

The large peaks and valleys observed in the signals presented 
in Figs. 9 and 10 are not characteristic of the signals obtained 
with isotropic free-stream turbulence. The excursions in the 
unsteady heat transfer rate are as large as 65 percent of the 
mean in the positive direction and 50 percent of the mean in 
the negative direction for the higher Mach number. These large 
excursions are likely the result of structures in the wake flow, 
which are large compared to the instrumented cylinder and not 
present in isotropic free-stream turbulence. The periodicity of 
the large excursions is relatively evident at the higher Mach 
number, but not quite so evident at the lower Mach number. 
An interesting point to note is that the minima of the signals 
at both Mach numbers are generally much greater than the 
stagnation-region Frossling numbers expected in a low tur-
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bulence intensity free stream, possibly indicating that at these 
high wake turbulence intensities the stagnation-region bound
ary layer is turbulent or transitional at best. 

Nondimensional power spectra of the heat transfer signals 
obtained from gages in the stagnation region are presented in 
Figs. 13 and 14 for the M» = 0.08 and 0.5 cases. The only 
spectra that show a clear peak are those for the higher Mach 
number at locations off the stagnation line (e.g., 40 and 60 
deg). The peak is relatively broad and has its center at a Strou
hal number (based on the wake-generator diameter) of ap
proximately 0.13, which is lower than that observed in the hot
wire spectra. The difference in Strouhal number is attributed 
to the upstream influence of the instrumented cylinder upon 
the wake-generator flow field. Figure 13 shows that at the 
lower Mach number a broadband peak seems to be appearing 
in the spectra at 60 deg with its center at a Strouhal number 
of approximately 0.2. This was more evident when the spectra 
were plotted on linear scales. Again, the Strouhal number is 
somewhat lower than that observed without the instrumented 
cylinder present in the wake. The spectra observed with the 
d/D = 0.125 wake generator are qualitatively similar at the 
higher Mach number. In this case the effect of vortex shedding 
was most evident at a circumferential location of 40 deg. The 
shedding frequency was not greatly affected by the instru
mented cylinder for the small wake generator. No perceivable 
peaks in the spectra were noted at the lower Mach number 
with the small wake generator placed upstream. 

There are several reasons that the power spectra may not 
clearly show the effect of the large-scale structures, the first 
reason being that spectral analysis is an inherent problem in 
short-duration testing because it requires relatively long records 
to obtain good resolution in the spectral domain. However, it 
was felt that the record length obtained by the ensembles of 
many (=15) runs at the same conditions provided enough 
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ensembles so that adequate spectral resolution was achieved 
to make any dominant frequencies clear. Several more plau
sible reasons exist that may explain the apparent anomaly, 

Fig. 15 Cross-correlation between various gages for M = 0.08, Re 
= 112,000, Tu = 0.5 percent, with d/D = 0.250 wake generator 

however, one of these being that at a given location relative 
to the stagnation line, the large excursions in heat transfer rate 
tend to be intermittent: present for several milliseconds, dis
appearing, and then reappearing several milliseconds later. The 
reason for the intermittency is not clear, but is likely related 
to both the unsteady development of the boundary layer from 
the stagnation point and the unsteady nature of the wake itself. 
Because of this intermittency, standard spectral-analysis tech
niques can potentially average these events away if their relative 
duration is short and the nature of the background signal is 
broadband. Also, when the large excursions are present in the 
signal, there is an obvious phase shift between them that tends 
to "smear" the spectra even further. As a result of these 
findings it became clear that standard Fourier-series spectral-
analysis techniques are not necessarily the best approach in 
this situation. 

The cross-correlations corresponding to the instantaneous 
heat transfer signals of Figs. 9 and 10 are presented in Figs. 
15 and 16. The correlations reflect the periodic behavior of the 
signals, particularly for the cases with the larger wake gen
erator. The cross-correlations at the lower Mach number ap
pear to sit on a pedestal because of a combination of the 
periodic nature of the signals and phase jitter. These two fac
tors combined with the fact that the periodicity is intermittent 
and not apparent at all locations at all times could also diminish 
the magnitude of the correlations at T = 0. The correlation 
between the stagnation-point heat transfer and that at other 
circumferential locations is poor for all cases. As the boundary 
layer develops in the circumferential direction, the correlation 
between adjacent gages increases. The reason that the corre
lation between the stagnation point and other circumferential 
locations is so weak is likely related to the difference in re-
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ceptivity of the boundary layer as it develops away from the 
stagnation point. The stagnation-point boundary layer is very 
thin and as a result is very susceptible to free-stream disturb
ances. As the boundary layer develops away from the stag
nation point, it thickens and becomes less susceptible to free-
stream disturbances and more dependent upon its past history. 
The boundary layer at the stagnation point itself has no past 
history. The correlation between gages located on opposite 
sides of the stagnation point is relatively weak for all cases. 
However, for the larger wake generator at both Mach numbers, 
there is a weak negative correlation at r = 0 for the + 20 and 
-20 deg locations. This indicates that at a particular meas
urement station there are a significant number of deviations 
from the mean with opposite sense at stations on the other 
side of the stagnation point. This fact is relatively apparent 
from the instantaneous signals directly. When the signals from 
two measurement stations from either side of the stagnation 
point are superimposed it is clear that many of the large positive 
excursions on one side of the stagnation point are associated 
with large negative excursions on the other side of the stag
nation point. 

compare well. No results have been presented in the literature 
concerning the heat transfer distribution on a cylinder at tran
sonic Mach numbers. The results presented here show that the 
heat transfer data at supercritical Mach numbers are well col
lapsed by the l/-\/Re scaling, and the heat transfer drops off 
much faster with 0 for the compressible case. 

2 The turbulence intensity behind the wake-generating cyl
inders was documented with hot-wire anemometry at the lead
ing-edge location of the instrumented cylinder utilized. These 
tests documented the high level of turbulence intensity in the 
wake and the mass-flux defect. The wake-generator vortex-
shedding frequency was found to be slightly greater than 0.2 
for the M„ = 0.08 cases and slightly less than 0.2 for the MM 
= 0.5 cases. The shedding frequency decreased when the in
strumented cylinder was placed in the flow, and the effect was 
most pronounced for the larger wake generator at the higher 
Mach number. 

3 Time-averaged heat transfer results from the instru
mented cylinder with the wake generator in place indicate that 
the heat transfer rate, expressed in terms of the Frossling num
ber, reached a maximum of approximately 1.6 independent of 
the Reynolds number. A comparison with the correlation of 
Lowery and Vachon (1975) for the stagnation-region Frossling 
in the presence of free-stream turbulence showed reasonable 
agreement if the Reynolds number used to calculate the Fross
ling number and Tu\fRe was adjusted for the mass-flux defect 
in the wake. 

4 Time-resolved heat transfer measurements with the wake 
generator in place documented the high levels of unsteadiness 
in the stagnation-region heat transfer. The level of unsteadiness 
at the transonic Mach number was considerably higher than 
the incompressible case even though the turbulence intensity 
measured in the wake flow was lower at the higher Mach 
number. The high-frequency transients in instantaneous heat 
transfer reached levels of approximately 65 percent above the 
mean and 50 percent below the mean at the higher Mach 
number. The excursions were lower for the incompressible 
case, but still very significant. The periodicity of the heat 
transfer signals was most apparent at the higher Mach number, 
but the power spectra of the heat transfer signals at both Mach 
numbers indicated some peaking around the expected shedding 
frequency of the wake generator for locations away from the 
stagnation line. The effect of the periodic wake structures was 
not perceptible at the stagnation line itself through standard 
spectral-analysis techniques, but visual inspection of the raw 
data seemed to indicate that the effects of these vortices were 
present intermittently in the stagnation-point signals. Because 
of this intermittency and the broadband background signal, 
standard spectral techniques potentially average out the effects 
of these structures. Cross-correlations between various gages 
in the laminar boundary-layer region reflected the quasi-de
terministic nature of the signals. The cross-correlation between 
the stagnation line and locations off the stagnation line was 
relatively weak, but the correlation between adjacent gages 
increased in the circumferential direction. This was attributed 
to the fact that as the boundary layer develops it becomes more 
dependent upon its past history and less susceptible to free-
stream disturbances. 

Concluding Remarks 
The experiments described in this paper detail the results 

obtained from a quasi-steady representation of the rotor/stator 
interaction in a gas turbine over a wide range of Mach number, 
Reynolds number, and free-stream turbulence intensity. The 
results support the following observations and conclusions: 

1 The enhancement of the heat transfer in the stagnation 
region was documented by comparison with isolated cylinder 
tests under various conditions. Where previous data were avail
able, the experimental results from these tests were found to 
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Tip Clearance Effect on Heat 
Transfer and Leakage Flows on 
the Shroud-Wall Surface in an 
Axial Flow Turbine 
An axial flow turbine for a turbocharger is used as a test turbine, and the local heat 
transfer coefficient on the surface of the shroud is measured under uniform heat 
flux conditions. The nature of the tip clearance flow on the shroud surface and a 
flow pattern in the downstream region of the rotor blades are studied, and meas
urements are obtained by using a hot-wire anemometer in combination with aperiodic 
multisampling and an ensemble-averaging technique. Data are obtained under on-
and off-design conditions. The effects of inlet flow angle, rotational speed, and tip 
clearance on the local heat transfer coefficient are elucidated. The mean heat transfer 
coefficient is correlated with the tip clearance, and the mean velocity is calculated 
by the velocity triangle method for approximation. A leakage flow region exists in 
the downstream direction beyond the middle of the wall surface opposite the rotor 
blade, and a leakage vortex is recognized at the suction side near the trailing edge. 

Introduction 
Recently, in order to achieve high utilization efficiency in 

gas turbines, many efforts have been made to raise the turbine 
inlet temperature. It is necessary, for the development of these 
high-temperature gas turbines, to develop more effective cool
ing and thermal isolation techniques not only for rotor blades 
(Metzger et al., 1973; Kumada et al., 1981; Crawford et al., 
1980) and stator vanes (Dunn and Hause, 1982), but also for 
flow path walls (Karimova et al., 1973; Guenette et al., 1985). 
In connection with the design of these components, further 
reliable data by which the heat transfer coefficient can be 
accurately predicted are still needed. 

On the other hand, particularly the flow on the shroud 
surface opposite to the rotor blade tips is significantly affected 
by the turning and acceleration of the high-temperature and 
high-speed gas flowing through the blade row. This complex 
flow phenomenon on the shroud is attributed to a mutual 
interaction of the end-wall boundary layer, tip leakage flow, 
blade passage secondary flow, and the blade-surface boundary. 
Several efforts have been made to clarify this complex flow 
by means of a five-hole probe, a hot-wire anemometer, and 
an LDV anemometer, due to the need for higher efficiency or 
more reliable designs that minimize the loss in an axial flow 
compressor rotor (Hunter and Cumpsty, 1982; Lakshminar-
ayanaetal., 1982; InoueandKuroumaru, 1989). Furthermore, 
numerical studies have been performed for three-dimensional 
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viscous flow inside a rotor, including tip clearance flow (Poua-
gare and Delaney, 1986; Dawes, 1987). These results are useful 
in understanding the basic phenomena that take place in the 
tip region, namely, the strong interaction of leakage flow with 
blade passage flow, vortex roll-up, and a separating zone be
tween the leakage flow and the incoming main flow. However, 
as results were obtained only for model engines (Hunter and 
Cumpsty, 1982; Lakshminarayana et al., 1982; Inoue and Ku-
roumaru, 1989), it is uncertain whether the data are applicable 
to real gas turbines. Moreover, these studies (Dunn and Hause, 
1982; Karimova et al., 1973; Guenette et al., 1985; Hunter and 
Cumpsty, 1982; Lakshminarayana et al., 1982; Inoue and Ku-
roumaru, 1989; Metzger et al., 1991) have not yet clarified 
how the structure varies with conditions of operation, that is, 
inlet flow angle. 

Although many heat transfer studies have been devoted to 
measuring the heat transfer coefficient around a rotor blade 
for the axial flow turbine, there are few studies (Dunn and 
Hause, 1982; Karimova et al., 1973; Guenette et al., 1985; 
Metzger et al., 1991) that examine the coefficient on a shroud. 
Under the condition of uniform wall temperature, the empirical 
equation for the mean heat transfer coefficient was obtained 
by Karimova et al. (1973), who discussed the effect of tip 
clearance, but no measurements of the flow field were per
formed. It is not clear, in particular, to what degree their results 
are applicable to the general case. The flow field of the region 
near the shroud is unsteady, and it has an effect on the char
acteristics of the local heat transfer coefficient in connection 
with the shapes and sizes of the turbine stage. 

In a previous report (Kumada et al., 1988), quantitative data 
were presented for the local heat transfer coefficient on the 
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Table 1 Principal experimental conditions and rotor blade 
geometry 

Re = CmCr/i> 
N [rpra] 
U [m/s] 
Cr [mm] 
C3 [m/s] 
C4 [m/s] 
i [deg] 

1 .39xl0 4 ~7.03xl0 4 

2000-14,000 
17.7-123.9 

13.14 
30.8-112.2 

7.4-80.1 
36 

shroud in the radial flow turbine for the turbocharger. In the 
present study, an axial flow turbine for the turbocharger was 
used for the test turbine. The local heat transfer coefficient 
on the shroud under the conditions of on- and off-design, 
which are equivalent to the conditions of zero, positive, and 
negative incidence, was measured, and an accurate measure
ment of tip clearance flow was made by inserting a hot-wire 
probe. 

In this series of studies, the target is to establish a numerical 
prediction scheme for thermal stress in order to develop a 
ceramic abradable shroud. 

Experimental Apparatus and Procedure 
All measurements were performed for an axial flow turbine 

of the IHI VTR-161-type turbocharger, which has 53 rotor 
blades (169-mm-dia rotor, hub/tip ratio = 0.76). This turbo
charger was chosen to facilitate handling and measurement. 
The principal experimental conditions and the rotor blade ge
ometry are shown in Table 1. The basic velocity triangle for 
this machine is shown in Fig. 1. The blade profile corresponds 
to the tip section of the test turbine, and the blades have a 
three-dimensional, twisted shape similar to the actual case. 

Driving air supplied by a blower through scroll and inlet 
guide vanes turned the rotor. The mass flow rate was linearly 
related to the rotational speed. The resultant uncertainty in 
the mass flow rate presently measured was ±5.5 percent at 
20:1 odds, referring to Moffat (1982). In order to control the 
inlet flow angle of the rotor blades, the impellers of the com
pressor were partially cut off and/or the inlet of the compressor 
was partially sealed with thin aluminum tape. Although the 
discharge pressure of the blower used in the present study was 
low, the inlet flow condition under low revolution rate and 
change of flow incidence were produced in this way. The ro
tational speed, N, was measured by means of a pulse counter. 

Measurement of the local heat transfer coefficient on the 
shroud surface was performed by using the well-established 
thin-film technique (stainless steel foil, 30 jim thick), which is 
equivalent to uniform heat flux conditions. As shown in Fig. 
2, the stainless steel foil was glued onto the shroud (acrylic 
resin) and was directly energized by a stabilized DC source. 

Fig. 1 Velocity triangle 

Stainless j \ 
Steel Foil -*-*" 

Fig. 2 Measuring section and coordinate system 

The local wall temperature was measured with nine Cu-Co 
thermocouples (0.07 mm in diameter) soldered to the back of 
the foil. The temperature difference, AT, used in the definition 
of the heat transfer coefficient, h, was.-defined by the difference 
between the temperatures of the foil while being heated and 
not heated. This is because a heat drop caused by air passing 
through the rotor was taken into consideration. In order to 
avoid the effect of heat loss from the foil to the wall of acrylic 
resin on heating, a groove (5x4 mm2 cross section) was cut 
into the contact-wall surface of thermocouples along the axial 
direction. A pile of glass wool was inserted carefully into the 

N o m e n c l a t u r e 

Bh = 
C = 

Cm = 

Cr = 

h = 

N = 
Nu = 

R = 

Re = 

mean blade height, mm 
absolute velocity at blade tip, 
m/s 
mean absolute velocity 
= (C3 + C4)/2, m/s 
chord length at blade tip, 
mm 
local heat transfer coeffi
cient, W/(m2K) 
rotor revolution, rpm 
Nusselt number = h Cr/\ 
inlet flow angle at blade tip 
against axial direction, deg 
Reynolds number = Cm 
Cr/v 

AT = 

U = 

u = 

v = 

W = 

X = 

Y = 

temperature difference be
tween wall temperature while 
heated and not heated, K 
blade tip speed, m/s 
velocity component of X di
rection, m/s 
velocity component of Y di
rection, m/s 
relative velocity at blade tip, 
m/s 
velocity component of Z di
rection, m/s 
distance of axial direction, 
mm 
distance of tangential direc
tion, mm 

Z = distance of radius direction, 
mm 

5 = blade tip clearance, mm 
8 = relative blade tip clearance 

= b/Bh 
X = thermal conductivity, 

W/(m K) 
v = kinematic viscosity, m2/s 
£ = stagger angle, deg 
r = time, s 

Subscripts 

3 = rotor inlet 
4 = rotor outlet 

Superscripts 

( ) = average 
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Table 2 Turning angle of the probe at each measuring point 
X, mm Angle of probe against the axial direction 

Fig. 3 Schematic view of a probe-setting device 

©Turning nut 
©Turning block 
©Turning axis 
©Slide brock 
©Slide rod 
©Probe holder 

^ Hot wirey 

Fig. 4 Schematic view of a probe-turning device 

groove and held there softly. Therefore, the fundamental heat 
loss in the heat transfer coefficient can be ignored. The re
sultant uncertainty in h was ±6.5 percent at 20:1 odds. The 
coordinate system and principal symbols used are shown in 
Fig. 2. The local heat transfer coefficient was measured in two 
regions: the surface wall opposite to the rotor blade and that 
in the area downstream of the rotor. Six shrouds with different 
inner diameters were used primarily to investigate the effect 
of tip clearance. The tip clearance was measured at four po
sitions along the circumference by a thickness gage. The tip 
clearance was distributed uniformly within ± 5 percent at each 
position. The tip clearance, <5, was varied from 0.3 mm to 1.2 
mm. 

Flow patterns on the shroud were obtained by a constant-
temperature hot-wire anemometer using a periodic multi-
sampling and averaging technique with a computerized data 
acquisition system. Velocity vectors were measured in three 
regions: the surface wall in the area upstream of the rotor, 
that opposite the rotor blade, and that in the area downstream 
of the rotor. The position of the blade was detected using a 
noninvasive, eddy-current-type displacement transducer (max
imum frequency = 30,000 Hz). The hot-wire probe used was a 
single wire 5 jxm in diameter with a 1 mm effective length. 

In the Case of the Surface Wall Opposite to the Rotor Blade. 
In order to measure two-dimensional vectors, the hot-wire 
probe was inserted by a probe-setting device on the shroud, 
as shown in Fig. 3. The probe position could be moved at 8 
mm intervals in the axial direction from X = 9 mm to 25 mm 
and, when taken out of the spacer, from X = 5 mm to 21 
mm. The survey planes could be changed from Z = 0.2 mm 
to 1 mm continuously above the wall surface by using the slide 
bolt. At each measuring point on the survey plane, the hot
wire probe could be rotated from + 20 to - 20 deg against the 
axial direction. At each position, the hot-wire signals were 
acquired by a 10 /is sampling period summed up at each passage 
between blades during four revolutions of the rotor in order 
to avoid the effect of irregular revolution. In this measurement, 
the effects of the velocity component of the Z-direction and 
of reverse flow were involved in the obtained results. The 

18 
21.5 
25 

-36-24 deg, 
-45-35 deg, 
-60-36 deg, 

6 deg intervals 
5 deg intervals 
6 deg intervals 

800 

> 
E 

700 

600 

T, jusec 

Fig. 5 Signals of the displacement transducer 

obtained results, however, were useful in understanding the 
basic flow phenomena that would take place in the tip region 
of a real turbine. 

Using the same device, the oncoming flow velocity on the 
surface near the leading edge of the rotor blade was measured. 

In the Case of the Wall Surface in the Area Downstream of 
the Rotor. Three-dimensional vectors were obtained through 
use of the turning device, as shown in Fig. 4. This device can 
move a probe in the X and Z directions, and turn it on the Z 
axis. As shown in this figure, a hot-wire probe was attached 
inclined by 30 deg to the X axis, and the inclination of the 
sensor wire to the Y axis was adjusted to 45 deg by rotation 
of @ . The survey planes could be changed from Z = 0.8 mm 
to 8 mm using (T), and at each measuring point, the hot-wire 
probe was rotated, as shown in Table 2. At each sensor po
sition, hot-wire signals were summed up during four revolu
tions of the rotor, that is, about 200 periods, and the sampling 
period was 10 /xs. Hot-wire signals acquired were divided into 
24 phases per period and were averaged for each phase. The 
three mean-velocity components can be obtained from a set 
of 12 or 17 ensemble averages of the hot-wire signal for each 
phase and the angles of the hot-wire probe, by solving the 
simultaneous quadratic equations by the least-squares method 
and the Newton-Raphson method (Hayashi and Nakaya, 1971). 
But, as shown in Fig. 5, a slight scatter of output signals of 
the displacement transducer, which was used to determine the 
blade position, can be seen. This was caused by the irregularity 
in the revolution, manufacture of blades, and their assembly. 
The resultant uncertainty in the position of the blade was ±8.7 
percent. Figure 6 shows a typical result of the hot-wire signals 
summed up during 200 periods. Data vary widely. The amount 
of this scatter, however, depends on the sensor position. There
fore, as the difference between the averaged values for 150 
and 200 periods is very small, the velocity components are 
determined from (12 or 17) x 200 periods. They are accurate 
in the statistical sense. 

Experimental Results and Discussion 

Characteristics of Flow on the Shroud. Figure 7 shows the 
absolute velocity vector profile in the Z direction at X = 3 
mm. The boundary layer thickness of the oncoming flow to 
rotor blades was about 0.8 mm regardless of the position in 
the Y direction, and the effects of incidence and revolution 
on it are very small in this experimental range. The inlet flow 
angle agrees well outside the boundary layer with the experi
mental condition; that is, the flow incidence is zero. However, 
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the incidence is about + 5 deg in the boundary layer. It seems 
that the nature of the oncoming flow boundary layer is very 
important to heat transfer and tip leakage flow, although con
trol of the boundary layer is not easy. 

Figure 8 shows typical absolute velocity vector profiles in 
the Z direction. In this case, 5 = 0.79 mm and the hot-wire 
probe was moved from Z = 0.2 mm to 0.62 mm to avoid contact 
between the probe and blades. Although the flow passage 
between the blades is divided into twelve parts along the Y 
direction, the result of a six-way division is shown in this figure 
in order to avoid complication. 

The change of velocity vectors in the Y and Z directions is 
very small in the front region of the blade (X= 5-9 mm). In 
the downstream direction past X= 13 mm, the velocity profiles 
show three-dimensional behavior. In particular, at X = 13 
mm, the velocity vector becomes larger in the region directly 
under a blade, and this effect can be seen near the wall im-

1000 

> 
E 

500 

X = 18mm 

Z = 3.2mm 

S « 0.039 

'£%Mt$ 

Re = 3.4x104 

• Rj = 44* 

iii^^MkSi ^ -

ggĵ  •"•• ' '£wis '*2&i 
«"••* - . • ! • 

50 1oo 150 

T, jusec 

Fig. 6 Hot-wire signals 

Re=3.3x104 . 6=0.039 
R3=38° 

Position 

(D 

50 100 
Vu2+v2,m/s 

Fig. 7 Profile of absolute velocity vector in Zdirection near the leading 
edge of rotor blade 

mediately after a blade is passed. This suggests the behavior 
of a tip leakage flow. 

Figures 9(a), 9(b), and 9(c) show typical relative velocity 
vectors on the survey plane near the surface of the shroud, at 
Z = 0.2 mm. These incidences are zero (_R3 = 38 deg), positive 
(#3 = 45 deg), and negative (#3 = 23 deg), respectively. What 
is obvious is that these figures are similar to each other, but 
the absolute values of the velocity vector all become larger in 
the order of positive, zero, and negative incidence. Tip leakage 
flow is the strongest, and the region is wide under the condition 
of #3 = 45 deg. In contrast to this, in the case of negative 
incidence, leakage flow does not appear clearly. In this meas
urement, the flow is assumed to be two dimensional, and even 
if reverse flow appeared in some regions, it was impossible to 
determine the flow direction. 

Figures 10(a), 10(b), and 10(c) show relative velocity vec
tors on the X-Y plane in the area downstream of the rotor, 
that is, at X=18 mm, 21.5 mm, and 25 mm, respectively. 
Velocity vectors near the shroud surface, at Z = 0.8 mm, show 
tip leakage flow behind a rotor. Leakage flow and the incoming 
throughflow regions can be identified in this case, but the 
leakage flow becomes weak. The flow pattern at the suction 
side and in the region 2-3 mm away from the wall surface 
shows distortion due to the leakage vortex. This distortion 
becomes small in the flow direction. 

To confirm the existence of the leakage vortex, Figs. 11(a), 
1 \(b), and 11(c) show the secondary flow vector pattern under 
the same conditions as in Fig. 10. As expected, the vortex is 
shown at the same position as mentioned above. The shape of 
the vortex is slightly oblate due to the restriction of expression. 
From both Figs. 10 and 11, the leakage flow region can be 
distinguished from the throughflow region. The flow direction 
on the suction side is probably aligned nearly with the main 
flow at the radius slightly smaller than the blade tip radius. 
This means that a thin vortex sheet with high vorticity must 
exist between the leakage flow and the main flow, as indicated 
by Inoue et al. (1989), who measured the tip clearance flow 
in a low-speed rotating cascade facility. As a result, the vortex 
sheet may roll up due to the induced velocity. At the rotor 
end, this leakage vortex moves inward due to the presence of 
the adjacent blade surface and interacts with the blade wake. 

100m/s 

6 = 0. 0 3 9 

Rs = 38° 

Re = 3 . 6 x 1 0 " 

Fig. 8 Profile of absolute velocity vector in Zdirection on the shroud 
opposite to the rotor blades 

\ \ \ \ \ \ \ \ N S N \ \ \ \ 17 WWItlWWWW 17 N \ \ \ \ \ \ \ \ \ \ \ \ \ \ 

(a)Zero inc idence (R3=38°) ( b ) P o s i t i v e inc idence (R3=^5°) (c)Negat ive inc idence (R3=23°) 

Fig. 9 Relative velocity vectors (J = 0.039, Re = 3.6 x 10", Z= 0.20 mm) 
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(a ) X=18mm (b) X=21.5mm 

Fig. 10 Relative velocity behind the rotor 

(c ) X=25mm 

r̂  

(a) X=18mm (b) X=21.5mm 

Fig. 11 Secondary flow velocity behind the rotor 
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Fig. 12 Distribution of local heat transfer coefficient in the on-design condition 

It seems to pass through the wake and is weakened by it as 
the flow proceeds downstream. In particular, it is worthy of 
note that the velocity component leaving the wall surface is 
large at the blade exit and becomes weaker along the flow 
direction, as shown in Figs. 11. 

On the other hand, the phase-locked flow pattern is sub
stantially similar to that of off-design conditions, though fig
ures for this are not shown. 

Local Heat Transfer Coefficient. Figures 12(a), 12(6), 
and 12(c) show typical distributions of the local heat transfer 
coefficient under the on-design point condition. i?3 is the rel
ative angle included by the velocity at the blade tip against an 
axial direction, and is kept constant. Nondimensional tip clear
ances 5 = 8/Bh are 0.022, 0.03, and 0.054, respectively. Al
though a slight scatter of data may be seen within experimental 
uncertainty, the value of h decreases monotonically in the 
direction of the outlet section and increases from near the 
middle of the wall surface opposite the rotor blades. The value 
of h reaches a maximum at the end of the rotor. Then h 
decreases again, and from nearly the length of one axial chord 
downstream to the end of the rotor blade, h increases again. 
These tendencies are generally evident regardless of rotational 
speed (change of Reynolds number, Re, is equivalent to one 
of revolution) and tip clearance. 

The decrease and increase in these distributions of h in the 
region opposite to rotor blades seem to be due to the devel
opment of a boundary layer and the acceleration in velocity 
on the wall surface, as discussed above. The reason that h 
reaches the maximum value near the end of rotor blades has 

been considered to be a secondary flow, which is caused by 
leakage flow. 

Furthermore, the value of h increases similarly with an in
crease in rotation speed, regardless of tip clearance. Although 
these tendencies of h were already observed in other experi
ments (Karimovaetal., 1973; Guenetteetal., 1985), the present 
result and their results are different in that the maximum value 
exists at a spot near the inlet of the rotor blade. The reason 
for this difference is the effect of the unheated region in the 
present experiment, as was discussed in the previous report 
(Kumada et al., 1988). The error due to this difference is very 
small, and these procedural results are within acceptable en
gineering accuracy. 

Effect of Inlet Flow Angle on Local Heat Transfer Coef
ficient. Figures 13(a) and 13(6) show distributions of the local 
heat transfer coefficient under the off-design condition, that 
is, i?3 = 59 deg and R3 = 48 deg, which correspond to the positive 
incidence condition and negative incidence condition, respec
tively. The nondimensional tip clearance is almost identical 
with the results shown in Fig. 12(6). These profiles are similar 
and there is a tendency for rotational speed to agree with the 
results of the on-design condition. The position of the maxi
mum value near the end of the rotor blades moves slightly to 
the upstream direction in the case of the off-design condition. 
These characteristics in the distribution of h are similar, re
gardless of tip clearance. 

Average Heat Transfer Coefficient. The average heat 
transfer coefficient was cakulated.by the numerical integration 
of the local heat transfer coefficient distribution over the range 
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from the leading edge, X= 5 mm, to the trailing edge, 15 mm. 
The characteristic length in the definition of the Nusselt num
ber is the axial chord length of the blade. 

In order to compare the sizes of Nu with respect to inlet 
flow angle, changes in the mean Nusselt number with respect 
to tip clearance are shown in Fig. 14. Each line indicated 
in this figure is the averaged line of several measurements^ In 
general, Nu in the on-design condition is small, and Nu in 
positive incidence has the highest value_ regardless of 5. The 
Nu in negative incident changes with 5 substantially and is 
almost equal to the value of the on-design condition in the 
range of 5 = 0.04. Although a slight scatter may be seen, Nu 
gradually becomes smaller with an increase in tip clearance 
regardless of rotational speed and inlet flow angle. This tend
ency agrees well with the results of Karimova et al. (1973). 
However, changes in Nu with respect to 5 become smaller in 
the order of negative,_zero, and positive incidence. Thechange 
of Nu with respect to 5 can be neglected in the range of 8 > 0.04 
except under the condition of negative incidence. 

Figures 15(a), 15(b), and 15(c) show a change in Nu with 
respect to the Reynolds number, in which the characteristic 
length is the same as that used in the definition of Nu. The 
characteristic velocity, Cm, is the vector average of absolute 
velocity C3 of the inlet and C4 of the outlet at a tip of the rotor 
blade, where C3 and C4 were calculated by the velocity triangle 
method for approximation. 

As shown in these figures, Nu is summarized by Re08 re
gardless of inlet flow angle, and Karimova et al. (1973) reported 
that a similar expression can be obtained as 

Nu" = 0.052Re°-8(l-260 '8). (1) 

Their result is plotted for reference in the same figures. 
The above correlation, with Nu proportional to Re0'8, is the 

same as the result obtained by Colburn (1933), which is the 
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result of the heat transfer for a turbulent boundary layer on 
a flat plate. This similarity suggests that the flow behavior on 
the shroud segment is similar to the turbulent boundary layer 
flow. Recently, Metzger et al. (1991) reported that time-av
eraged shroud heat transfer levels are proportional to the 0.8 
power of velocity. This was predicted with a turbulent cor
relation from the results of the simple one-dimensional model. 

In comparison with the results of Karimova et al., the ab
solute value of Nu in the present experiment is almost the same 
as in the case of positive incidence, but under other conditions 
it is smaller. It is difficult at this stage to discuss the validity 
of Karimova et al.'s result because there is a great difference 
between the two experiments, including the range of Reynolds 
number, the velocity triangle, the type of turbine, and the blade 
profile. 

Although local time-averaged heat transfer coefficients on 
the shroud are presented in this paper, it is necessary to measure 
the instantaneous heat transfer coefficient in order to clarify 
the relationship between the heat transport process and flow 
mechanism on the surface of a shroud wall. Further study is 
necessary and details will be reported at a later date. 
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Fig. 13 Distribution of local heat transfer coefficient under off-design 
conditions 

Fig. 14 Change of the distribution of mean Nusselt number with re
spect to S by condition of inlet flow angle 
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Conclusions 
Detailed measurements of the local heat transfer coefficient 

and tip clearance flow on the shroud opposite the turbine blade 
row have been made under the conditions of both on- and off-
design, using the axial-flow type turbocharger. The results are 
summarized as follows: 

1 In the downstream direction, beyond the middle of the 
wall surface opposite the rotor blade, the absolute velocity 
vector profiles exhibit three-dimensional behavior. In the mid
dle region of the wall surface opposite the rotor blade, the 
velocity vector becomes larger in the region directly under a 
blade, and this effect can be seen near the wall surface in the 
region immediately after a blade passes through. This suggests 
the behavior of a tip leakage flow. 

2 The velocity vector under the condition of positive in
cidence is always larger than that of the on-design condition. 

3 A leakage flow region distinct from a throughflow re
gion exists. 

4 A leakage vortex is recognized at the suction side near 
the trailing edge of a blade, and a rolling-up leakage vortex 
decays downstream. 

5 The local heat transfer coefficient decreases monoton-
ically in the direction of the outlet section and increases from 
near the middle of the wall opposite the rotor blade row. Then 
h reaches a maximum value and decreases again, and from 
near one axial chord length downstream of the end of the rotor 
blade, h increases again. These tendencies are generally evident 
regardless of rotational speed, tip clearance, and the condition 
of the inlet flow angle. 

6 The profile above, on the other hand, increases similarly 
with an increase in the rotational speed and a decrease in the 
tip clearance. 

7 Mean Nusselt numbers in the region opposite the rotor 
blade_are correlated with the tip clearance and Reynolds num
ber. Nu is proportional to the 0.8 power of Re. 

8 Nu gradually becomes smaller with an increase in tip 
clearance regardless of rotational speed and the condition of 
the inlet flow angle. 

9 Nu in the condition of positive incidence is at its highest, 
and that in the on-design point is small. 

10 The characteristics of the flow field on the shroud cor
respond to those of the local heat transfer. 
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The Effect of a Turbulent Wake on 
the Stagnation Point: Part II—Heat 
Transfer Results 
A phenomenological model is proposed that relates the effect of free-stream tur
bulence to the increase in stagnation point heat transfer. The model requires both 
turbulence intensity and energy spectra as inputs to the unsteady velocity at the edge 
of the boundary layer. The form of the edge velocity contains both a pulsation of 
the incoming flow and an oscillation of the streamlines. The incompressible unsteady 
and time-averaged boundary layer response is determined by solving the momentum 
and energy equations. The model allows for arbitrary two-dimensional geometry; 
however, results are given only for a circular cylinder. The time-averaged Nusselt 
number is determined theoretically and compared to existing experimental data. 

Introduction 
Large increases in stagnation point heat transfer are often 

associated with a free stream, which contains unsteady spatial 
and temporal fluctuations. These fluctuations can be either 
vortical (turbulence) or irrotational. When the incoming flow 
is effectively incompressible, the increase can be a factor of 
two to three relative to the undisturbed value (Hoshizaki et 
al., 1975;Strahle,etal., 1987; Vanfossen and Simoneau, 1985). 
When the incoming flow is in the supersonic or even hypersonic 
range the increase can be much higher. For example, for Type 
III and Type IV shock/shock interactions the value can be 20-
30 times the Fay-Riddell value (Edney, 1968; Keyes and Hains, 
1973). 

The actual location of the stagnation point will vary over a 
distance comparable to the undisturbed laminar stagnation 
point boundary layer thickness. The resulting boundary layer 
can be classified as pseudoturbulent (Taulbee and Tran, 1988) 
or disturbed laminar (Wilson and Hanford, 1990). A discussion 
of the basic physics and phenomenological model used in this 
analysis is given in an earlier paper by the authors (1990). 
However, the salient features will be outlined in the next sec
tion. The purpose of this paper is to report on recent results 
concerning the stagnation point heat transfer analysis when 
an incoming flow contains a quasi-coherent, large-scale tur
bulent structure that is characteristic of a turbulent wake im
pinging upon a body such as a turbine blade. 

Turbulence modeling in the stagnation region has proceeded 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-197. Associate Technical 
Editor: L. S. Langston. 

along several directions. One direction represents the effect of 
the free-stream turbulence using time-averaged boundary-layer 
equations and a standard turbulence model (Smith and Kuethe, 
1966; Galloway, 1973; Traci and Wilcox, 1975; Wang, 1984). 
Reasonable agreement between experiment and theory can be 
obtained by adjusting the model parameters to fit a particular 
set of experimental data. Such models generally fail as pre
dictive tools because they can produce unrealistic results when 
applied to flow fields with different turbulence intensities and 
spectra. 

Vorticity stretching has been hypothesized as a significant 
mechanism for altering stagnation point properties (Sutera et 
al., 1963; Sutera, 1965; Sadeh et al., 1970a, 1970b). These 
mechanisms can account for three-dimensional effects and a 
significant percentage of the observed increase in heat transfer 
in the region of the stagnation point. However, the predicted 
flow field depends strongly upon arbitrary free-stream vorticity 
field parameters, specifically the wavelengths and orientation 
of the vortices. 

A few researchers have attempted to solve the unsteady 
boundary-layer equations directly. However, most of the stud
ies have been concerned with arbitrary small periodic fluctua
tions in the free stream. Recently, several papers have appeared 
that specifically address how a particular free-stream disturb
ance of engineering interest might alter the stagnation point 
flow field. For example, Cebeci et al. (1987) modeled a free-
stream flow containing a wake passing perpendicular to the 
mean flow axis. Bogucz et al. (1988) considered an approaching 
flow, which included a pair of counterrotating vortices. Both 
of these studies reported significant unsteady components in 
the stagnation point velocity and temperature profiles. These 
investigations provide an understanding of how the spatial and 
temporal fluctuations of a free stream influence stagnation 
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region skin friction and heat transfer. It is this basic meth
odology that is adopted in this investigation. Specifically, a 
model is proposed that simulates the effect of large-scale vor
tical structures in a turbulent free-stream flow upon the edge 
velocity in the unsteady boundary layer. 

Phenomenological Model 
Attempts at modeling the effect of free-stream turbulence 

in the stagnation region have been largely unsuccessful pri
marily because of a misunderstanding of the physical mech
anisms. Many researchers have attempted to "force" 
turbulence into laminar stagnation point theories by simply 
adding a turbulence transport term into the time-averaged 
equations. However, most boundary layers are not fully tur
bulent at the stagnation region and, prior to transition, they 
are pseudolaminar and unsteady. 

To be useful as an engineering analytical tool, the model 
must have two essential components. First, it must be relatively 
simple to use for a wide variety of flow field calculations. For 
example, the classical Fay and Riddell theory (1958) typifies 
this approach. Second, the model must include the essential 
physics to be truly predictive. That is, it must not contain 
arbitrary artificial parameters adjusted to reproduce experi
mental data accurately for some set of very specific flow con
ditions. For incompressible flows, the proposed model is simple 
to implement and contains the essential physics. 

The phenomenological model requires a knowledge of both 
the turbulent intensity and energy spectra. Unfortunately, most 
experimental investigations of heat transfer augmentation due 
to free-stream turbulence report only the turbulent intensity. 
However, when the free-stream turbulence is generated by well-
defined mechanisms such as bluff bodies, splitter plates, or 
turbulence grids, the spectra can generally be inferred from a 
knowledge of the flow physics. Therefore, this study focused 
upon wake-generated turbulence for which the intensity and 
spectra are reasonably well known. 

The model isolates the important effects of the free-stream 
turbulence upon the stagnation point flow field. This is not 
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Fig. 1 Idealized model: stagnation point fluctuation due to a single 
wavelength vortical structure convected by the mean flow 

the same as a model that accurately describes the complex 
time-dependent physical process occurring in the free stream, 
but rather models its effect in the near-wall stagnation point 
region. 

With these caveats in mind, consider a fluctuation composed 
of a few dominant length (and frequency) scales in an otherwise 
uniform flow. This fluctuation would be produced, for ex
ample, by vortical structures of characteristic length, X. As 
these structures are convected toward the stagnation point, the 
incoming flow pulsates and the instantaneous dividing stream
line undergoes an oscillation in space and time. A picture of 
this process is shown in Fig. 1, where the oscillation is idealized 
as a traveling sinusoidal wave. The amplitude of this wave is 
proportional to the mean fluctuation velocity, I v' I. The fre
quency in the far field can be written as Q« Vm/\. Near the 
body, but outside the boundary layer, the inviscid strain field 
alters both the length scale, X, and the time scale, I/O. As a 

Nomenclature 

B, 

A 

a„ 
(0 

b 

b,„ 

c 
CP 
D 

E 

Ec 

= geometric constant for in-
viscid stagnation point flow 

= pulsation parameter 
= an integration constant [see 

Eq. (3)] 
= characteristic nondimen-

sional length scale 
= dimensional oscillation pa

rameter 
= dUJdx at x = Q 
= specific heat 
= characteristic length scale of 

the solid body 
= total nondimensional energy 

in all frequencies 
= Eckert number = (cb)2/ 

cp(Tw-Ta) 

H 

h„, k„ 

k 
M,N 

Nu 

n 
Pr 
p 

Pi, Pi 
nondimensional energy at a 
particular frequency 
general function of rj and T 
associated with the ^-depen
dent part of the stream 
function 

/«. Sn = i?-dependent behavior of 
Fourier series expansion for 
F 
general function of ij and T q" = 
associated with the £-inde- R = 
pendent part of the stream 
function 
r/-dependent behavior of 
Fourier series expansion for rn, q„ = 
H 
thermal conductivity 
finite series limits Re = 
Nusselt number [see Eq. S = 
(52)] 
nondimensional frequency 
Prandtl number 
pressure s„, w„ = 
apparent pressure gradient 
associated with the ^-depen
dent and ^-independent St = 
portion of the steady-stream 
function equation T = 

Q[, Qi = apparent volumetric heating Tu = 
associated with the £-depen- t = 

dent and ^-independent 
portion of the steady ther
mal energy equation 
heat flux 
general function of r; and T 
associated with the ^-depen
dent part of the tempera
ture 
^-dependent behavior of 
Fourier series expansion for 
R 
Reynolds number = cb2/v 
general function of -q and T 
associated with the ^-inde
pendent part of the temper
ature 
^-dependent behavior of 
Fourier series expansion for 
S 
Strouhal number [see Eq. 
(46)] 
dimensional temperature 
turbulence intensity 
dimensional time 
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Fig. 2 Sketch of flow field and coordinate system in the stagnation 
point region 

first approximation, however, the far-field scales will be used. 
Physically this is a valid approximation when the free-stream 
turbulence is frozen; that is, when the absolute dimensions of 
the vortical structures are not significantly altered compared 
with the change in the mean fluid velocities as the stagnation 
point is approached. 

For this idealized model, we can now write the following 
expression for the unsteady edge velocity to which the laminar 
boundary layer must respond. Referring to Fig. 2, the result 
is given by 

Ue(x, t) = c[\-a„sm(Q,„t))[x-bmsm(Qmt)] (1) 

where the repeated indices m and n indicate summation from 
one to some finite values, N and M. In this equation, the 
parameter, c, is the usual time-independent velocity gradient; 
that is, c = dUe/dx at x=0. The nondimensional amplitude, 
«„, is the ratio of the fluctuating velocity to the average velocity 
in the inviscid flow at the boundary layer edge. Thus, the first 
set of terms represents the pulsation of the incoming flow and 

a particular component, a„, is proportional to I v' I/Uc, where 
Uc is a characteristic mean velocity outside the boundary layer. 
The dimensional parameter, bm, represents the displacement 
amplitude of the incoming stagnation streamline. Conse
quently, this second set of terms represents the oscillation. The 
parameters appearing in Eq. (1) will be quantified below. 

Mathematical Formulation 
The simplified model of a free-stream turbulent fluctuation, 

shown in Fig. l,,is the basis for the unsteady stagnation point 
analysis. The stagnation streamline shown at the first instant 
is oscillating in a wavelike manner so that at the second instant 
it appears as shown by the broken line. It should be noted that 
the amplitude of this waviness in the stagnation streamline is 
highly exaggerated. Figure 2 shows the coordinate system and 
a schematic of the flow structure in the stagnation point region. 
The coordinate system is fixed on the body at the mean position 
of the stagnation streamline. 

Based upon this model, the edge-velocity parallel to the wall 
can be written as 

Ue(x, y, t) =c[\ -a„sm{Qnt)][x- bm sin (Umt)]+Toby (2) 
where N>M, fl = fl„//j, and Tob accounts for shear in the in
coming flow. 

The relationship above assumes only TV dominant frequen
cies are necessary to characterize the time dependence of the 
large-scale vortical structures. Values of TV and M equal to one 
were used as an initial approximation; however, additional 
terms can easily be included. 

It should be emphasized again that Eq. (2) does not represent 
the time-dependent vortical structures themselves, but is as
sumed to represent the essential effect of the unsteady structure 
of the shear layer, insofar as the stagnation region is concerned. 

Using the incompressible continuity equation and assuming 
a constant free-stream vorticity, Ooo, the pulsating nature of 
the incoming flow can readily be seen from the expression for 
the edge velocity normal to the wall: 

Ve(x,y, t) = (Q00 + Tob)x-c[l-ansm(Qnt)}y + Bu(t) (3) 

Nomenclature (cont.) 

y0b 

IE 

nondimensional obliqueness 
parameter 
an unknown constant [see 
Eq. (42)] 

Ue, Ve = boundary-layer edge veloc
ity parallel and normal to 
the body surface, respec
tively 
mean fluctuation velocity 
boundary layer velocity par
allel and normal to the 
body surface, respectively 
far-field fluid velocity 
dimensional boundary layer 
coordinates fixed on the 
body 
nondimensional fre
quency = (fl,/c)1/2 

nondimensional oscillation 
parameter = b„/b 
thermodynamic volume ex
pansivity = T~' for an ideal 
gas 
dimensional obliqueness pa
rameter 

\v I 
U, V 

x,y 

ft. = 

r0A — 

A = an appropriate inverse time 
scale 

9 = nondimensional temperature 
difference 

Kn = characteristic length of 
vortical structures 

v - kinematic fluid viscosity 
ij = nondimensional boundary 

layer coordinates fixed on 
the body 

p = fluid mass density 
a = \Jn/2 
T = nondimensional time 
<p = dimensional two-dimen-

Subscripts 
D = 

e — 

n = 

o = 

s = 
w = 
00 = 

sional stream function 
\p = nondimensional two-dimen

sional stream function 
fi = dimensional frequency of 

the periodic fluid motion 
o> = a characteristic frequency of 

the periodic fluid motion 
floo = dimensional constant vortic

ity in the far field 
oia = nondimensional constant 

vorticity in the far field 

based on cylinder diameter, 
D 
at the edge of the boundary 
layer 
nth harmonic of time-de
pendent part of flow 
time-independent part of 
flow 
quantity evaluated at ij = 0 
quantity evaluated at y = 0 
in the far field 

Superscripts 
- = time-averaged quantity 

= fluctuating quantity [when 
associated with a velocity; 
see Eq. (36)] 

= ordinary derivative with re
spect tO 1} 

* = nondimensional form of a 
quantity that is defined as 
dimensional 
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where B„(t) is a function of time. The pulsation parameters, 
an, specify the amplitude of the pulsation. 

The system of differential equations that provides a descrip
tion of the unsteady flow in the stagnation region for an im-
compressible, two-dimensional, laminar flow, in terms of 
primative variables is 

(4) 

DT k_ 
Dt pcp 

Du 

Dt~ 

~d2T d2f 

dx2 + dy2 

PCp 

du dv 
dx dy 

\dp 
— -T-+V 

p dx 

= 0 

~d2u d2u 

dx2 + dy2 

pCp Dt 

[#• '©'• 
du dv 

dy 3x 

(5) 

(6) 

where D/Dt is the substantial t ime derivative opera tor in two 
dimensions. 

The dimensional two-dimensional s t ream function, <j>, is 
commonly defined as 

30 

' dx 
d<t> 

u = —- v--
dy 

(7) 

The variables are nondimensional ized as follows: 
1/2 

(h I A \ 

1)z 
y 

cb 

£=x/b r=Qt 

6J„ = floo/fl job = ro 6 /c 

u* = u/cb v* = v\fKe/cb 

* P-Po r-r. 
p(cbf T„ 

(8) 

The dimensional parameters Tx and Tw are the mean free-
steam and wall tempera tures , respectively, andp0 is the mean 
stagnation pressure. The Reynolds number is defined as 
Re = cb2/v. The parameter c, which has units of inverse t ime, 
relates the two-dimensional body shape to the inviscid flow 
field. The parameter b is a length scale measured from the 
origin along the body surface. Fu r the rmore , b is designated 
as one half the width of where the stream function varies 
approximately as x. In general, b is larger than the bounda ry 
layer thickness, 5, but the rat io of b to 6 is of order uni ty. For 
a two-dimensional cylinder, c = AV„/D and b is equivalent to 
the surface length associated with a few degrees of circum
ference arc. 

This part icular nondimensional izat ion is selected so that the 
solution to the t ime-averaged part of the flow is independent 
of the part icular body geometry. The parameter A - 1 is a re
minder that natura l t ime scales for steady and unsteady flows 
differ. In a steady s tagnat ion point flow A is c and \jv/c is 
the Hiemenz layer thickness. In an unsteady s tagnat ion point 
flow the appropr ia te scale for the time-dependent equat ions 
is fi and \Jv/Q is the Stokes layer thickness. Because we even
tually wish to divide the equat ions into steady and unsteady 
contr ibut ions and scale each by its na tura l t ime scale, bo th 
scales will be used to develop the simplified governing equa
t ions. However , because a consistent definition for r; and \p 
must eventually be adopted so that various solutions may be 
recombined, A will be equal to c, the steady flow scale, in all 

cases after the proper form of the unsteady equat ions are 
determined. 

The resulting nondimens ional x -momen tum and energy 
equat ions , which have been further simplified by assuming 
that ^ = £/('/> T) , become 

d2^ a^_32i/< 
drdri dt] d^drj 3£ dt]2 

9T 

dd 2 uv dip dd d\p dd 2 
a — H — = ct 

dr dr) 3£ 3£ 3i? \fl 

-+u: 

1 32i 

dU* 

3£ 
+ a i f l 

A\ djV 
dr)3 (9) 

Prdri' 

+ Ec 2 dp 3i// dp 2 

dr d-q 3£ 
32^ 

(10) -1 
where a~ = Q/c is the nondimensional frequency parameter, 
and Ec = (cb)2/Cp(Tw- T*,) is the Eckert number. In a steady, 
low-speed stagnation point solution, the first term between the 
brackets in Eq. (10) is identically zero. The second term has 
quadratic variation in J and is negligible near £ =0. Similarly, 
the last term is quadratic in £ and is also negligible. However, 
in an unsteady flow, where the incoming stream undergoes 
large excursions, these terms make important contributions to 
the time-averaged solution. 

The nondimensional edge velocity is 

U&, V, T)=[l-fl„sin(«T)][£-ft„sin(wr)] + 0(Re-1) (11) 

v/ith pm = bm/b. 
The boundary condit ions on \p and 6 are 

3i/< 

= 0 
3$ 

01) 
0 (12) 

(£, r7 -oo , T) = £ / * ( £ , ri, T) 
3T; 

0(f, IJ-OO, T) = 0 0 « , 0 , 7 ) = £/•„+ 1 (13) 

where the constant ros may be used to quantify a spatial var
iation at the wall in the energy equat ion boundary condit ion. 
For an isothermal body ros would be zero . 

Because this is a s tagnat ion point flow, a solution will be 
sought in the form 

m, V, r) = HR(v, T) + S( IJ , r) (15) 

Substi tut ion of E q . (14) for the s t ream function and Eq . 
(15) for the tempera ture into the part ial differential Eqs . (9) 
and (10) and bounda ry condit ions (12) and (13) allows the 
problem to be reformulated as four coupled part ial differential 
equat ions with only two independent variables, 17 and T. 

Solution Methodology 
The assumed solution given by Eqs . (14) and (15) allows the 

Navier -Stokes equat ions to be writ ten in boundary layer form 
without approximat ion in the near-wall region. The equat ions 
may be solved using two independent approaches : The first is 

' an unsteady, t ime-accurate integrat ion of the resulting second-
order and thi rd-order , nonl inear part ial differential equat ions; 
while the second is a high-frequency approximat ion . Wilson 
and Philips (1989) compared the t ime-accurate integrat ion and 
high-frequency approximat ion using the m o m e n t u m equat ion 
for a reat taching shear layer behind a backward facing step. 
They found that bo th techniques yielded almost identical re
sults. However , the high-frequency approximat ion is far more 
revealing. It demonst ra tes how the .unsteady na ture of the flow 
produces an addi t ional pressure gradient that induces over-
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shoots in the velocity profiles near the wall, and also higher 
wall fluxes. Thus, only a solution using the high-frequency 
approximation is pursued here. Profiles of velocity, shear stress, 
and heat flux for the steady part of the flow appear to sub
stantiate the basic postulate that large-scale unsteadiness, rather 
than small-scale turbulence, can induce the experimentally ob
served effects of relatively high wall flux quantities in the 
stagnation region. 

High Frequency Approximation. Because the incoming 
flow is quasi-periodic (in fact we have represented it by only 
a few discrete frequencies) it is reasonable to seek a solution 
in which the functions F{t), r), H(r), T), R(ri, T), and S(-q, T) 
are expanded using a Fourier series in time. This in itself does 
not lead to any significant simplification. However, when the 
high-frequency approximation is exploited, the resulting un
steady components of the streamfunction have closed-form 
analytical solutions. As we will see, this produces a significant 
simplification and sheds considerable light upon the way in 
which the unsteadiness alters the time-averaged velocity pro
files. 

Using the forms of the streamfunction and temperature given 
by Eqs. (14) and (15) and representing the time-dependent 
behavior by finite Fourier series we have 

N 

$ = Wo(.v) + KW) + ^Vniv) cos (m) + gM sin (HT)] 

N+M 

+ 2 Î '-M C0S (W T ) + k"(ti Sin (flT)] (] 6) 
n=\ 

N+M 

6 = $r0(ri) + 5D(ij) + ^ ] £ [r„(ij) cos («r) + qn{rj) sin (nr)] 

N+M 

+ YJ ^W cos ( " T ) + W"W s in ("r)l ( 17) 

where the series limits in Eqs. (16) and (17) are the largest 
values for which a set of nonzero functions might be obtained 
based on the input nonzero model parameters, a„ and (3,„. 
Functions with a subscript (o) represent the time-independent 
component of the flow. They are, in effect, equivalent to the 
time-averaged solution. 

Time-Independent Equations. The governing equations for 
the time-independent components of the solution (/„, h0, r0, 
and s0) are obtained by using the steady scaling with A = c. 
Equations (16) and (17) are substituted into the x-momentum 
and energy equations, (9) and (10), and terms containing ex
plicit functions of time are omitted. Setting the ^-dependent 
and £-independent coefficients from these intermediate expres
sions independently to zero leads to four ordinary differential 
equations in 17: 

fo" +MZ -fofo + 1 

(18) 

. 2 . 2 . v aia> 

+ a uo,-yob + y0b+ 2_j~T 
, N 1=1 z 

+z y iff" +ge," -flfi -gi'gi) = 0 2tt 
with/o = 0 and/o = 0 at »j = 0, and/o — l as rj^oo 

ho+foh"0-foK 
M < N+M 

+ S °A+ 9 S W»' + &*'" -W -*''*'' > = ° (19) 

Y 

Pi 

afii 
with ho-0 and h'0 = 0 at ?; = 0, and ^o — ^ ] ~V a s ^~"x 

Pr 
+fo>'o -fi'r0 + 2Ecf0'h'0' 

QJ 

-Ec 

+ Ec 

Ec 

a2u>„y0/, + y2
0b+ ^ a'P< fo 

S (3j<ja2fj+gj) 

N nn\ N+M o r 2N TfW 

N 

+o 2 VfJ+sjij -fji-j-gjiji 

J N 

2 

N 

c?Ec[jajhj-%f\ 

+ EcYiU]'hj'+gfkf+ajkj] 

N 

+EcS 2 AJJJ+ 2 H 2 (20) 

with r0 = 0 as ij — 00, and rD = ros at 77 = 0. The combined group 
Qi is defined as those terms that do not contain r0 or any of 
its derivative. 

p ^Jo^o ftolo 

+ Ec h^'h0' - E c 

Ec 

a2"oo70fi + 7o6+ 2 ff'fr' 

S PjU^hJ +kj)+~ %<fjsj + gjwj) 

Ec 
Q2<~Y 

Ec 

N+M 

2 (hjrj + kjtf+cfZf- (21) 

Ec JL 

2 [A/ /»/ + * / * / - lAjhj + Djkj ] 

=0 

with so = 0 as 1J — 00, and 50= 1 at 77 = 0. The combined group 
Q2 is defined as those terms that do not contain r0 or s0 or any 
derivatives of r0 or s0. In Eqs. (18)-(21), ' denotes d/clrj. 

Note that the first line in Eq. (18) for/0 is exactly the equation 
for the Hiemenz stagnation point flow. The Pi terms denoted 
by a brace are analogous to an additional pressure gradient 
plus Reynolds stresses due to the large-scale unsteadiness. The 
free-stream vorticity and the mean shear in the incoming flow 
also contribute to this term. Similarly, the P2 terms in Eq. (19) 
for h0 are analogous to an additional pressure gradient and 
Reynolds stresses. The additional functions, Qi and Q2, in the 
energy equations, (20) and (21), are comparable to induced 
volumetric heating terms from the unsteadiness, vorticity, and 
mean shear in the free-stream flow. 

Time-Dependent Equations. Analytical expressions may 
be developed for the spatial variations in the induced un
steadiness that contribute to P, and P2. However, the spatial 
variations in the induced unsteadiness from the expansion of 
the nondimensional temperature do not have closed-form an
alytical expressions. Instead, these functions may only be de
scribed without additional approximation by the numerical 
solution of ordinary differential equations. 
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As before, the .^-momentum and energy equations, (9) and 
(10), are combined with the assumed solutions for i/< and 6 
given by Eqs. (16) and (17). The unsteady behavior is of interest 
here so the unsteady scaling with A equal to Q is employed. 
The transient terms are retained and the steady equations are 
subtracted from the composite expressions for x-momentum 
and energy. After dividing each resulting expression by a2 = 
Q/c, the high-frequency approximation states that terms of 
order 1/a2 and smaller are negligible. This approximation dis
cards convection by mean fluid motion and simplifies the un
steady governing equations. In practice the high-frequency 
approximation requires only a 2 > 4 . 

The limit of infinite frequency used in the high-frequency 
approximation removes convection due to steady fluid motion 
and retains diffusion and transient terms in the x-momentum 
and thermal energy balances. Physically, this process recog
nizes the greater importance of transient convection over mean 
flow convection when considering a rapidly oscillating flow. 
If the steady scaling had been used in place of the unsteady 
scaling, the diffusion terms would have been of order 1/a2, 
requiring the remaining transient terms to balance with zero. 
Because the transient effects are observed experimentally to 
alter the surface fluxes, and therefore influence the x-momen-
tum and thermal energy balances in the near wall region, such 
a formulation would contradict the known flow field physics. 
Thus, using purely physical arguments, the diffusion terms are 
important in the unsteady governing equations to balance the 
transient terms. 

So that the unsteady and steady solutions are a function of 
the same nondimensional variable, ij, the simplified unsteady 
x-momentum and thermal energy equations are transformed 
from the unsteady time scale to the steady time scale; that is, 
A is redefined as c. These reduced equations may be written 
entirely in terms of functions multiplying one of four trigon
ometric expressions: cos (nr), sin (m), £ cos (m), and £ sin (nr). 
Setting the coefficient functions of the trigonometric expres
sions separately to zero generates a closed system of linear, 
second-order and third-order, ordinary differential equations 
for/,,, g„, h,„ k„, r,„ q„, s,„ and w„. 

The boundary conditions for the differential equations are 
determined in the same manner as the equations. The assumed 
solutions for \p and 6, Eqs. (16) and (17), are substituted into 
the original boundary conditions, Eqs. (12) and (13). The steady 
portion of each composite boundary condition applies only to 
the steady equations, (18) to (21). After removing the steady 
contributions, the boundary conditions for the unsteady equa
tions arise from what remains by setting the coefficients on 
£cos(«r), £sin(«T), cos(nr), and sin(«r) separately to zero. 

The differential equations that describe the spatial functions 
associated with the time-dependent flow field are: 

fn" - na2g,', = naan (22) 

where a„ = 0 when n > N. Also /„ = 0 and f'n = 0 at -q = 0, and 
f'„-*0 as T; —oo. 

g,'," + na2/„'=0 (23) 

withg„ = 0andg'„ =0at r ; = 0, a n d g , ^ -a„as>7 — oo for n<N. 

h/," -na2k;,=na2(3n (24) 

where /3„ = 0 when n>M. Also h„ = 0 and h'„ = 0 at ?j = 0, and 
h'„~An as TJ^OO when n<N+M. 

I 

2 
k'," + na2h,', = —- ce2Bn (25) 

where Bn = 0 when n>N+ M. Also k„ = 0 and k'„ = 0 at ij = 0, 
and k'n -<• - f}„ (when n<M) or k'„ — 0 (whenM<n<N+ M) as 
1J-*0O. 

The differential equations that describe the time-dependent 
temperature field are: 

— - na2qn = a4 - Ec Bn - 2 Ec (A;/0» +/,? K + A6„) 

- a2 Ec «/3„(l +f'a) ~ a2 Ec [nD„ - co„7ofc/,; +AFin] 
N or M 

-a2Ec naAho+ 2] %1)-Af3n+Am„ (26) 

where /3„ = 0 for n >Mand/" = 0 for n >N. Also r„ = 0 at r/ = 0, 
and r„—0 as TJ — OO for n<N+M. 

^ + ««2/-„ = aVEc/3„-2Ec(A:, ;7; +g^h; +B6„) 

- t / E c 2«^4n - y / o - ^oojobgn + Bn„ ~ Bnn + Bm„ (27) 

where ft, = 0 for n>M and g," =0 for n>N. Also q„ = 0 at 
?j = 0, and <7„—0 as 77—-co for n<N+M. 

Pr 
-na w„= -Ec(2h,"hg +A7„) 

- a2 Ec [n0„hi - uayobh;, +AH2n - Am„] (28) 

where /3„ = 0 for n>M. Also s„ = 0 at rj = 0, and s„—0 as ??-00 
for n<N+M. 

— + nas„=- Ec (2k,',' K + 570„> 

- f / E c 
Bj, 

' ~Y ho - UaStobkn + Bm„ - Bm„ (29) 

with w„ = 0 at rj = 0, and w„—0 as rj —> 00 for n < A^+AT. 
The terms An, Bn, Dm Ent AFitn AHim Bpj„, and -6//,>, are 

functions of r; only and are presented in the appendix. 

High-Frequency Solution of Time-Dependent Equations. 
The terms P\, P2, Q\, and Q2, in Eqs. (18) to (21) depend on 
the functions/,,, g,„ h„, kn, r„, q„, s„, and vv„, which represent 
the effect of the free-stream vorticity on the stagnation point 
boundary layer. In general, the time-independent equations, 
(18) to (21), and the time-dependent equations, (22) to (29), 
must be solved simultaneously. However, because of the high-
frequency approximation, the time-dependent equations de
couple from the mean flow equations. The resulting linear 
boundary value problems can be solved analytically. 

Solving Eqs. (22) to (25) for the spatial variation of the time-
dependent stream function using the given boundary condi
tions leads to: 

For n<N 

fn = ~zJL~ [exp(-a<7»j)[cos(a:<7)7) + sin(a<T?/)]) (30) 
2a a 

g„ = r-5- (1 - exp ( - aaij) [cos (ami) - sin (atari)]} - a„ij (31) 
2aa 

For n<M 

h„ = A„ri- ( - T ") +exp(-aori) 
A„ + P„ 

2aa 
cos (aoyj) 

2aa 
sin (atari) (32) 

k„ = 
-A, 

2aa 
- /3„?) + exp ( - atari) 

Pn-A„ 

2aa 

A„ + P„ 

COS (atari) 

2ata 
sin (atari) (33) 

For M<n<N+M 
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/;„ = ;—^ {exp(-aa-q)[cos{aa-q)-sm(aar])] - 1}+A„r] (34) 
2aa 

k„ = ~- |exp(-affi})[cos(o:ffij) + sin(a(T?))]-lj (35) 
2a a 

where o = \Jn/2. 

The above solutions for the unsteady spatial variations in 
the stream function are substituted back into the terms Pu P2, 
Qu and Q2 in.Eqs. (18) to (21) for the steady part of the flow 
and Eqs. (26) to (29) for the unsteady spatial variations in the 
temperature. These second-order and third-order, differential 
equations are solved numerically for the functions fot h0, r0, 
•s0.

 rm Qm sn> and w„ and their derivatives. A B-spline collo
cation code, COLSYS (Ascher et al., 1978), was used for the 
solution of these ordinary differential equations. This code 
automatically discretizes the domain of the independent vari
able i\ in a manner designed to capture large gradients and to 
satisfy prespecified tolerances on the solution. The applied 
tolerances restricted the relative error in the velocity and tem
perature components to less than 10~3. 

Quantifying the Edge Velocity Model 
An important task associated with this numerical approach 

is to determine or assign values to the edge velocity constants, 
a,„ ft„, and c in Eq. (11). These constants depend on several 
physical flow parameters such as test article geometry, free-
stream turbulence intensity, and Reynolds number. 

General Characteristics of the Edge Velocity Parame
ters. The model parameters are functions of the free-stream 
vorticity and test article geometry. These parameters will be 
determined in a manner consistent with the following con
straints: 

8 Physically, the constant c accounts for the alteration of 
the stagnation point flow field due to the test article ge
ometry. The constant c may be determined from the mean 
flow field as <JUe/dx when x approaches zero. 

8 The constants a„ and &„, describe the spatial variations in 
the free-stream pulsation and stagnation point oscillation, 
respectively. Intuitively, these model constants should de
pend on the intensity and energy distribution of the tur
bulent structures that reach the edge of the boundary layer. 
Ideally, a„ and (3,„ would be determined from actual meas
urements of the instantaneous velocity parallel to the body 
at the edge of the boundary layer. Because such meas
urements are often not possible, a„ and /?,„ are inferred 
from free-stream values. 

8 Because the structure and energy distribution in the free-
stream turbulence will vary depending on the mode of 
production, the constants a„ and /3,„ are expected to vary 
in functional form when the turbulence production mode 
changes. 

• When the turbulence intensity in the upstream flow ap
proaches zero, the governing equations, (18) to (21), should 
reduce to those for Hiemenz flow. This is equivalent to 
requiring that Pi, P2, Qu and Q2 approach zero when 
intensity approaches zero. Or, a„ must approach zero in 
the limit of zero turbulence. 

9 Because surface heat flux data correlate well as a function 
of 7HRe}>/2 (Hoshizaki et al., 1975; Smith and Kuethe, 
1966; Galloway, 1973; Traci and Wilcox, 1975; Wang, 
1984), the model constants a„ and /?,„ may also be expected 
to vary with TuReo2. 

9 The afii product in P2 of Eq. (19) accounts for alterations 
in the mean value of h0 due to the free-stream unsteadi
ness. The form of the governing equations suggests that 
this product strongly influences the surface flux quantities. 

Therefore, each a„ should have a corresponding /3„, and 
M should be equal to TV. 

As a specific example of a possible upstream flow with free-
stream turbulence, we will consider the stagnation point region 
on a two-dimensional cylinder in a turbulent wake. Because 
the majority of the fluctuating energy in a turbulent wake is 
distributed among a few frequencies and length scales, this 
flow condition naturally provides a suitable initial test. 

Characteristics of a Turbulent Wake. Turbulent wakes and 
free shear layers in general are characterized by large coherent 
vortical structures superimposed on fine-scale turbulence. The 
growth of the wake is controlled by these large organized 
structures, which are not greatly affected by the small-scale 
turbulence even at higher values of the Reynolds number. These 
vortical structures are convected along with the flow, main
taining their spacing and, at the same time, growing in size by 
diffusion. When vortices are close enough, they interact. This 
can be the pairing of two or more vortices into one larger 
vortex, or a stretching and elongation interaction, which de
creases the cross-sectional diameter of the vortices. These vor
tical pairings continue to occur as the shear layer moves down
stream. The vortical patterns appear to exist at all Reynolds 
numbers, and experiments verify their nearly two-dimensional 
character. 

For a free-shear layer with no forcing applied, the vortices 
are usually formed periodically (Ho and Huang, 1982). The 
frequency spectrum of the vortical formations has a maximum 
that closely corresponds with the frequency of the most am
plified disturbance predicted from linear stability analysis. 

A summary of some of the important physical aspects es
tablished through experiments that are relevant to the math
ematical model are summarized below: 

8 The large-scale vortical structures are the dominant fea
ture of free shear layers over a wide range of Reynolds 
numbers and they persist far downstream (Browand and 
Ho, 1983). 

8 The large-scale vortical structures form a regular pattern 
at discrete frequencies that are decoupled from small-scale 
turbulence (Dimotakis and Brown, 1976). 

8 The large-scale vortical structures are quasi two-dimen
sional (Browand and Troutt, 1985). 

• The large-scale structure contains over 50 percent of the 
fluctuating energy (Browand and Ho, 1983). 

Based upon these observations, a simple model for these struc
tures may be constructed. 

Parameter Determination. Published experimental meas
urements are generally insufficient to allow all of the constants 
in the assumed edge velocity, Eq. (11), to be independently 
evaluated. As such, this study uses a number of unrelated data 
sets and approximations in order to fit the model constants 
and demonstrate the technique. Ideally, as was mentioned ear
lier, measurements of the boundary layer edge velocity spe
cifically tailored for this model would provide a direct fit for 
the constants a„, ft,, and c. 

The specific example of a turbulent wake impinging normally 
upon a two-dimensional circular cylinder of diameter D will 
be considered. The fit for the constants will be at a Reynolds 
number, Rec , of 24,650, and a Prandtl number, Pr, of 0.72, 
which are typical values for air flowing past a cylinder. An 
Eckert number, Ec, of -0.001 corresponding to a cold wall 
is assumed. The flow geometry dictates that both the free-
steam vorticity, 0<„, and the imposed mean shear, Tob, in the 
incoming flow are zero. One harmonic will be used (7V= 1). 

The edge velocities given by Eqs. (2) and (3) without the 
unknown function of integration, B„(t), may be decomposed 
into mean components and fluctuating components to give 
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U, = cb 1 _ 2 anSin(nt) £ - YJ $">sin ('"') 
m=\ 

K * = - C A 

U„=UP+U' 

N 
1 ~ 2 a"sin (wr) 

« = i 

(36) 

The mean velocities for an inviscid stagnation point may be 
expressed as 

Ue = cbi, V 

Squaring Eqs. (36) and time-averaging the results then leads 
to expressions for Reynolds stresses at the edge of the boundary 
layer as 

f/;C/;=(cfe) : 
N or M 

k=\ L k=\ J 

"STH Opl Y"i <*kPk \ r i PkPk s~\ -
+w 2J T E — + 2 J - ^ - + 2 J - ^ 

_ / = l ^ *=1 t = l A'=l ^ 

1/' I/' = 
k= 1 

At the boundary layer edge, the magnitude of the velocity 
vector, I Ve I, and the turbulence intensity, Tue, may be defined 
3 Q 

IVel=[Ve .Vc]1 /2 = c/j 

1 

Re 

Tu„ = 
IVJ 2 

1/2 

Therefore, the edge turbulence intensity may be expressed 

2 \ W „ „ /V or M 

r«„ 

N or M „ o W or M - o 
\T~< O/Pi ^ a*fa 
Z_J 9 - " 2 
7=1 £=1 

2 A 2 
* = i * = i 

2i*,+i 
(37) 

Ideally, measurements for either the turbulence intensity or 
the velocities at the boundary layer edge could be used to obtain 
the pulsation and oscillation parameters, a„ and ft„. However, 
because variations in the edge velocities and in the edge tur
bulence intensity are generally unknown for available stag
nation point data we will model the pulsation parameters, a„, 
from knowledge of the turbulence intensity in a shear layer. 
The oscillation parameters, ft,,, will be estimated using stag
nation point heat transfer data. As an initial approximation 
we will consider only twice the leading term so that Eq. (37) 
reduces to 

(^)2-E^r (38) 

To evaluate the pulsation parameters, a,n we must first relate 
the turbulence intensity at the boundary layer edge, Tue, to 
that of the free stream, denoted here as Tu„, or simply as Tu. 

0.0 

t -0-2 h 
o 
> 
1 "0.4 

c 

1 -0.6 h 
o 
S 

'•B 

I -0.8 

-1.0 

-

-

-

. 

-

-

1 1 ' 

o°\ . 

1 

1 

artS.0 

^ § x 

1 

1 ' 1 ' 

o 207 cm/s 
• 397 cm/s 
o 483 cm/s 

\ t o 
O N ) 

O 

o° 

1 , 1 , 

0.0 0.2 0.4 0.6 0.8 1.0 

Nondimcnsional Axial Position 

Fig. 3 Nondimensional axial velocity as a function of nondimensional 
axial distance from the stagnation plate from Johnson (1990). (The plate 
surface is at a nondimensional coordinate of zero, and the free stream 
is at one.) 

The second hypothesis concerning the edge velocity parameters 
given above simplifies this exercise. Specifically, we assume 
that the absolute magnitudes of the large-scale fluctuations are 
unaltered by the inviscid strain field, provided we are at least 
eight viscous length scales from the wall. Thus, the physical 
coordinate becomes 

1/2 
- / V\ 

It then follows that 

\Ve\=%(cvj' 

or, for flow around a cylinder at high Reynolds numbers, we 
find 

K J = 1 6 
ReK2 (39) 

To verify this hypothesis experimentally, data from Johnson 
(1990) for a turbulent air jet impinging upon a flat plate were 
used. In this study Tu„ = 0.0511 and K„ = 4.83 m/s. The pa-

the boundary layer edge, ?)e = 8.0, the turbulence intensity es 
timated by Eq. (38) is 

% Tu„ = Tua = 0.501 (40) 

Actual turbulence measurements at the boundary layer edge, 
shown in Fig. 4, confirm this to be an accurate value. For this 
example, the turbulence intensity at the boundary layer edge, 
Tue, is an order of magnitude larger than the free-stream value. 

Because the pulsation parameters are a measure of the kinetic 
energy in the large-scale structures, each a„ is related to a 
corresponding frequency. Driver et al. (1987) present an energy 
spectrum for a reattaching shear layer as a function of non-
dimensional frequency. Theoretically, the nondimensional en
ergy, E, frequency, n, and the fluctuating velocity component 

, correlation are related by 

{Tuef E(n)dn (41) 

By using these data, we assume turbulence within any shear 
flow has a similar energy distribution to that of a reattaching 
shear layer. Because the flow instabilities within shear-gen
erated turbulence result from Kelvin-Helmholtz phenomena, 
this assumption is reasonable. More specifically, our assump
tion requires the relative energy distribution between different 

Journal of Turbomachinery JANUARY 1994, Vol. 116/53 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.4 

0.3 

> 0.2 

0.1 

0.0 

-

-

-

-

-

1 

o ** 

o 

A 
. a 

6 * 

i 

A 

D 
D 

V \ i 

o \ ^ 

o 

1 

o 
• A D 

D ^ ^ 

O 
O 

1 

a 

o n 

I r | T 

o 207 cm/s 

D 397 cm/s 

a 483 cm/s 

o 

o 
1 , 1 , 

-

-

-

-

-

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 

Log Nondimensional Axial Position 

Fig. 4 The fluctuating velocity normalized by the local mean velocity 
versus the nondimensional axial position as the flow approaches a flat 
plate from Johnson (1990). (The plate surface is at a nondimensional 
coordinate of zero, and the free stream is at one.) 

turbulence frequencies be similar to that in a reattaching shear 
layer; the absolute energy magnitude at a given frequency will 
be adjusted to agree with the overall energy condition dictated 
by Eq. (40). Thus, only the relative contributions at N fre
quencies, e„, are determined using the data from Driver et al. 
Let a„ have the form 

an = yesJV„ TU\TRZD (42) 

where yE is some unknown constant and e„ is the relative 
magnitude of the energy at frequency n from the energy spec
trum of Driver et al. (1987). Employing Eq. (42) is equivalent 
to evaluating the energy integral in Eq. (41) numerically with 
a midpoint rule using A'cells. Substituting Eqs. (40) and (42) 
into (38) yields an equation in yE. Thus, for N= 1 we get 

= 0.0883 TU-JRTD (43) 

The numerical coefficient presented in Eq. (43) characterizes 
all turbulent free-stream flow fields in which the large-scale 
fluctuations are generated by a turbulent wake or more gen
erally a turbulent shear layer, and therefore it is a fixed con
stant. 

Currently, as discussed above, a rigorous method does not 
exist for evaluating /3„. Thus, instead of the more rigorous 
techniques employed to fit a,„ an empirical approach will prove 
useful. The simulation should reproduce well-documented en
gineering results, such as shear stress and heat flux at the 
surface. Therefore a reasonable approach is to choose values 
for (3„ based on a trial-and-error algorithm using the known 
engineering results to provide an additional condition that any 
acceptable solution must satisfy. However, to minimize the 
number of empirical parameters in the current model, all /3„ 
were set equal to each other. More than one independent value 
of |3 would not improve the current model's accuracy without 
additional information necessary to evaluate those constants. 

Kestin and Wood (1970) developed a second-order corre
lation for stagnation point heat transfer on a body in a tur
bulent external flow as a function of turbulence intensity and 
Reynolds number: 

NuD = 0.945 + 3.48 -3.99 (44) 

This correlation is consistent with published experimental re
sults, especially for high turbulence levels and Reynolds num
bers. For a Reynolds number of 100,000, Traci and Wilcox 
(1975) give similar numerical results. 

Matching the numerical simulation results with those of 
Kestin and Wood, Eq. (44), at TuReo2 of 20 and 40, produces 
two values for /3. Using a serpentine curve 

243.7 7WRe# 
0 = 

108.6 + (Tu\ 
(45) 

Equation (45) produces third-order surface heat flux variation 
with TuReo2 similar to the second-order variation of Eq. (44). 
Numerical experiments-with models employing constant, lin
ear, quadratic, and sinusoidal variations in (3 with TuReo2 all 
produced less satisfying results than the serpentine function. 
Thus, this current model contains the least amount of com
plexity necessary to satisfactorily model /3. 

The Strouhal number, St, expressed in terms of the frequency 
(in hertz), the vorticity thickness, X^ and the mean free-stream 
velocity is 

„ , - Ai O I X J 

St = frequency 

From the definition of the nondimensional frequency 

fli 2irStK„/Xi 

(46) 

c 

which, for a turbulent wake impinging on a circular cylinder, 
reduces to 

i< (47) 

The length scale ratio , \\/D, represents the relative thickness 
of the wake to the characteristic body length, which is the 
diameter for a circular cylinder. From the experimental results 
discussed by Ho and Huang (1982) and Browand and Ho 
(1983), the Strouhal number is approximately 0.2 for a tur
bulent wake. The length scale ratio, according to Traci and 
Wilcox (1975), falls within the range 5<(Xi/.D)ReK2<30. We 
will adopt values of St = 0.2 and (kl/D)ReD

/2 = 10, where the 
latter value duplicates that used by Traci and Wilcox. As such, 
the nondimensional frequency becomes 

(48) 

Thus, unlike other model parameters, a is a function only of 
the Reynolds number. 

Wall Heat Flux Results 

The ultimate test for any new theoretical model is: "How 
do the model predictions compare to experiment?" The key 
word here is predictions, because almost any model with phe-
nomenologically developed parameters can produce results that 
compare favorably with experiments after proper adjustment 
of the model parameters. 

Surface heat transfer and, to a lesser extent, skin friction 
measurements are the most readily available data for free-
stream turbulence effects on stagnation point flows. Skin fric
tion results, which here depend only upon the momentum 
solution, were given in a previous paper by the authors (1990). 
Thus, this paper concentrates on surface heat transfer results. 

The local Nusselt number based on the cylinder diameter, 
D, the dimensional surface heat flux, q£, and the thermal 
conductivity of the fluid, k, is 

Nufl = -
QwD D df\ 

k{Tw-Ta) (T„-Tm) \dyjy=s0 

or, in terms of nondimensional variables 

NUn = (49) 
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Fig. 5 Comparison of theoretical predictions, which are given here by 
the solid line, with wall heat transfer measurements. The experimental 
data, which are given here by the individual points, are summarized by 
Hoshizaki et al. (1975), and the correlation presented by Kestin and Wood 
(1970) is denoted by the dashed line. 

The assumed form of the nondimensional temperature is given 
by Eq. (15) as 

0(£,ij, r) = {/?fo, r) + S(ij, T) 

At the stagnation point, £ = 0, the time-averaged temperature 
is given by 

0G,i) = sM (50) 
or, Eq. (49) may be expressed as 

Nuo 
= — — 2(So)v=0 (51) 

for an isothermal surface. 
Goldstein (1938) gives the theoretical correlation for the 

Nusselt number at a two-dimensional stagnation point on a 
circular cylinder as 

Nufl :1.14Pr° (52) 

assuming the fluid Prandtl number near unity and an undis-
turbed incoming flow. For a Prandtl number of 0.72, Eq. (52) 
gives NUfl/Re], =1.00. 

Numerous experiments have examined stagnation point heat 
(or mass) transfer as a function of free-stream turbulence in
tensity, as summarized by Hoshizaki et al. (1975). These ex
perimental results, the Kestin and Wood correlation given by 
Eq. (44), and the current model's predictions are displayed 
together on a traditional plot of Nu^/Re]/2 versus Tu(ReD)W2 

in Fig. 5. The numerical model used parameter values of 
Ec= -0.001, Pr = 0.72, ReD= 100,000, and c = 251 s -1. The 
model predictions do not exactly duplicate the Kestin and Wood 
correlation. However, considering that the experimental in
vestigations did not report their turbulence frequency spectra, 
the model adequately represents the known data. Further, for 
an undisturbed free-stream flow (Tu = 0), the numerical model 

agrees with the theoretical value for surface heat transfer from 
Eq. (52). 

Recalling that the turbulence energy spectra were represented 
by only one parameter, a.\, the present numerical results predict 
stagnation point heat transfer with an acceptable degree of 
accuracy over the entire range of turbulence intensity. While 
additional parameters should be included in the future to rep
resent the turbulence spectra more accurately, the current model 
has sufficient terms to account for each of the significant 
physical mechanisms present in the actual flow. Thus, this 
numerical model is quasi-predictive and not just a phenome-
nological fit of observed results. 

Summary 
It should be noted that the analysis presented here is only 

a first approximation to the solution of a complex problem. 
It makes rather simplistic assumptions in order to describe a 
flow field that is vastly more complicated than is suggested by 
the mathematical model used to describe it. The following are 
the major assumptions made: 

• The analysis totally ignores the existence of any isotropic 
small-scale unsteadiness that is convected into the stag
nation point region. 

9 The large-scale unsteadiness is assumed to exist at only 
N, set here at one, dominant frequencies, which is a crude 
approximation to the continuous spectrum. 

<• As a result of the boundary conditions on the velocities, 
the vorticity in the prescribed incoming flow is time-in
dependent, which is obviously at odds with the unsteady 
nature of the vortical structure in a turbulent wake. 

8 The analysis assumes that the unsteadiness in the stag
nation point can be represented by a periodic, laminar 
model. In reality, the unsteadiness is a large-scale quasi-
periodic motion with remnants of small-scale turbulence 
convected into the stagnation zone from the outer flow. 

The proposed model does, however, have the essential pa
rameters necessary for describing the effect of free-stream spa
tial and temporal nonuniformities on the stagnation point flow 
field. 
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A P P E N D I X 
The coefficients A„, B„, D„ and E„ are defined as 

^ « = E f lPj-n + Pj + n-P„-j] (Al) 
y = i 
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Heat Transfer on a Flat Surface 
Under a Region of Turbulent 
Separation 
Fluid dynamics and heat transfer measurements were performed for a separation 
bubble formed on a smooth, flat, constant-heat-flux plate. The separation was 
induced by an adverse pressure gradient created by deflection of the opposite wall 
of the wind tunnel. The heat transfer rate was found to decline monotonically 
approaching the separation point and reach a broad minimum approximately 60 
percent below zero-pressure-gradient levels. The heat transfer rate increased rapidly 
approaching reattachment with a peak occurring slightly downstream of the mean 
reattachment point. The opposite wall shape was varied to reduce the applied adverse 
pressure gradient. The heat transfer results were similar as long as the pressure 
gradient was sufficient to cause full separation of the boundary layer. 

Introduction 

Separation of a turbulent boundary layer and subsequent 
reattachment of the shear layer to the solid surface occur in 
many different practical flow geometries. In some cases, the 
separation point is fixed by a sharp corner such as in the flow 
over a backward-facing step. In other cases such as the flow 
in a highly curved duct or over a bluff strut the boundary layer 
separates from a smoothly contoured surface due to the action 
of an adverse pressure gradient. Separated flow regions are 
characterized by high turbulence levels, large-scale unsteadi
ness, and rapid variations in the wall heat transfer coefficient. 
The heat transfer rate is often suppressed below attached 
boundary layer levels in the fully separated region, then strongly 
augmented near reattachment. 

Separated flow heat transfer has been studied in detail for 
simple geometries where the separation point is fixed by a 
discontinuity in the wall contour (cf. reviews by Vogel and 
Eaton, 1984, and Sparrow, 1988). However, there has been 
little detailed study of heat transfer in flows where separation 
from a smooth wall occurs. Globally averaged heat transfer 
rates have been measured in flows containing smooth wall 
separations but there is no clear understanding of what happens 
to the heat transfer coefficient in the vicinity of separation. A 
boundary layer thickens rapidly as it approaches separation 
and the skin friction coefficient drops reaching zero at the 
time-mean separation point. This suggests that the heat transfer 
coefficient would fall rapidly. However, as the boundary layer 
thickens, both the turbulence intensity and the length scale of 
the eddies increase rapidly. These effects would be expected 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-198. Associate Technical 
Editor: L. S. Langston. 

to increase the heat transfer rate. Which of these two effects 
dominates is unknown at this time. In the reattachment region 
where the skin friction also passes through zero the high tur
bulence levels dominate and the heat transfer coefficient is 
much larger than in attached boundary layers. 

The objective of the present experiment was to find out what 
happens to the heat transfer coefficient in the neighborhood 
of a simple smooth-wall separation point. Separation of a two-
dimensional boundary layer was forced on a flat wall by an 
imposed pressure gradient allowing detailed examination of 
the heat transfer behavior. In order to make the flow field 
well defined we chose to force the separated shear layer to 
reattach within the test section. It was then possible to study 
the heat transfer rate through a full separation bubble including 
a detachment region, a fully separated zone, and a reattach
ment zone. 

Experimental Apparatus and Procedure 
The experiments were performed in a closed-circuit wind 

tunnel with a test section as sketched in Fig. 1. The flat bottom 
wall of the test section acted as the test plate while the contoured 
opposite wall was adjusted to produce the appropriate pressure 
gradient. The flat wall had a leading edge in the contraction 
to avoid any nonuniformities in the wind tunnel wall boundary 
layer. Flow passing beneath the test plate was drawn out of 
the tunnel by a suction blower and returned to the tunnel 
downstream of the test section. With a test section geometry 
as shown, separation would occur on the contoured wall rather 
than on the flat wall. To prevent this, the upper wall boundary 
layer was removed through a suction slot just upstream of the 
region of strong adverse pressure gradient. The upper wall 
boundary layer was further energized by a row of longitudinal 
vortex generators placed near the point of strongest adverse 
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pressure gradient. Vortex generators were also placed on the 
side walls to help prevent separation in the upper corners of 
the test section. With this treatment, the upper surface bound
ary layer remained attached and a reasonably two-dimensional 
separation bubble was formed on the flat surface. 

The test plate boundary layer was tripped 53 cm downstream 
of the leading edge, near the contraction exit. Boundary layer 
profile measurements showed that the turbulent boundary layer 
had a virtual origin very near the trip so the trip location is 
taken as the origin of the streamwise (x) coordinate in the 
discussion that follows. The upper wall shape was adjusted to 
match the pressure distribution reported by Johnson and Nishi 
using the same tunnel. This shape will be referred to as the 
base case or standard geometry. The resulting pressure distri
bution has a strong adverse pressure gradient between x = 80 
and 100 cm as shown in Fig. 2. Detachment of the boundary 
layer occurred at x = 106 cm and reattachment at x = 176 
cm. It should be noted that separation and reattachment re
gions are generally quite unsteady with instantaneous flow 
reversals occurring over a wide region. The positions quoted 
here are just the time-mean detachment and reattachment lo
cations as measured by Johnson and Nishi. 

The flat test surface was made from two constant heat flux 
test plates used in previous studies: the large surface 61 cm x 
119 cm with 180 thermocouples (Eibeck and Eaton, 1985) and 
the small surface 31 cm x 64 cm with 25 thermocouples (Abra-
hamson and Eaton, 1991). Each plate consisted of a 0.003-in. 
thick stainless steel foil glued to a 1.3-thickness balsa backing 
plate. The thermocouples were spot welded to the back of the 
larger plate and pressed firmly against the back of the smaller 
plate. The thermocouple locations in the two plates were not 
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optimal for the present experiment requiring the use of three 
different test section configurations to get measurements over 
the entire surface. In Configuration 0, the larger plate was 
upstream and the positions were reversed in Configurations 1 
and 2. The wall contour and fluid mechanics were identical 
for Configurations 0 and 1 but the heated surface began 24 
cm downstream of the trip for Configuration 0 and 32 cm 
downstream of the trip for Configuration 1. Configuration 2 
shifted the upper wall and the pressure distribution by 30 cm. 
The heat transfer surfaces were tested by setting the wind tunnel 

Nomenclature 

A = area of heat transfer surface, m 
cp = specific heat at constant pressure, W-s/ 

kg-°C 
Cp = tunnel pressure coefficient = (Px 

* test section entrance/' \To -*test section entranced 

h = heat transfer coefficient = q/[A{Tp 
- 7»], W/(m2 - °C) 

P = pressure, Pa 
Dtest section entrance = static pressure, 38 cm from boundary 

layer trip, Pa 
q = heat flux per unit area, W/m2 

Re. = Reynolds number = pUx,/^, pUd/fi 
St = Stanton number = h/(pcpU) 
U = mean velocity in the x direction, m/s 

Subscripts 

u = rms component of velocity in the x di
rection, m/s 

Tp = local constant heat flux wall surface 
temperature, K, °C 

Tf = local free-stream fluid temperature K, 
°C 

x, = distance measured from boundary layer 
trip, cm 

6 = momentum thickness, cm 
ix = viscosity, Pa-s 
p = density, kg/m3 

evaluated at stagnation conditions 
evaluated at free-stream conditions 
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25 

up to provide a constant area channel with a very small lon
gitudinal pressure gradient. Normalized heat transfer coeffi
cient data are shown in Fig. 3 for the constant area case. Also 
shown are a semi-analytical solution from Kays and Crawford 
(1980) and a solution from the STAN7 computer program. 
The agreement is within a few percent over the entire meas
urement region. Measurements were repeated at heat fluxes of 
561, 458, and 295 W/m2 for the base configuration. The col
lapse of the data was excellent, as shown in Fig. 4, indicating 
that conduction and radiation corrections applied to the data 
correctly accounted for the losses. 

Mean velocity and turbulence intensity measurements were 
acquired using a single hot-wire boundary layer probe. The 
probe was operated with a 5-/*m dia tungsten wire with the 
ends gold plated to give an active length of 1.25 mm. The 
probe was mounted on a gooseneck stem and traversed by a 
computer-controlled traverse mechanism. Data were acquired 
at the seven measurement stations labeled L1-L7 on Fig. 1. 
Measurement port LI was located 38 cm downstream of the 
trip with subsequent measurement ports spaced 30.5 cm apart. 
The static pressure was measured using a set of 55 taps in the 
tunnel sidewall and a Validyne DP-45 pressure transducer con
nected through a scanivalve. 

Results 
The majority of the experiments were performed in the base 

case geometry. The geometry was later changed to provide 
additional cases as discussed below. Three different wind tun
nel flow velocities were used for the experiments reported here. 
The reference velocities measured at the test section entrance 
for the three tunnel settings were approximately 17.2, 14.6, 
and 12.6 m/s. At the highest wind tunnel speed, the momentum 
thickness Reynolds number of the boundary layer at port LI 
was approximately 1500. Figures 5 and 6 document the mean 
centerline velocity and turbulence intensity profiles measured 
at each of the seven measurement stations. The boundary layer 
is very thin at stations LI and L2 but grows very rapidly 
between L2 and L3. At L3 the boundary layer is very nearly 
separated and by position L4 there is a large region of reversed 
flow. The boundary layer reattaches somewhere between L5 
and L6 and the profile at L6 is characteristic of reattached 
boundary layers. The turbulence profiles show the same trends. 
The profiles at LI and L2 look like normal attached boundary 
layer profiles. By L3 the profile exhibits a peak away from the 
wall, the characteristic behavior of an adverse pressure gradient 
layer. Beyond separation, the profile develops a sharp peak 
characteristic of separated shear layers. 
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Fig. 6 Centerline turbulence profiles at traverse stations 

The heat transfer results are presented in Fig. 7. Here data 
have been taken from Configurations 0 and 1 to get complete 
coverage of the surface. Where thermocouple positions over
lap, two symbols are plotted. The heat transfer coefficient 
decreases rapidly approaching separation to a minimum, which 
occurs very near the time-mean detachment point. The heat 
transfer rate rises slowly in the center of the separation bubble 
then rapidly in the reattachment region. The heat transfer rate 
apparently reaches a maximum around x = 180 cm, slightly 
downstream of the mean reattachment point. This contradicts 
previous findings in the backward-facing step flow where the 
peak heat transfer coefficient generally occurs a short distance 
upstream of the mean reattachment point (Vogel and Eaton, 
1984). Perhaps the most significant finding here is that the 
heat transfer rate decreases monotonically approaching sep
aration. Clearly the rapid reduction in the mean velocity near 
the wall causing a'reduction in the heat transfer overwhelms 
any possible effect of increasing turbulent length scale. 

The rapid divergence of the opposite wall in the base case 
experiments caused the separation streamline to lift well away 
from the wall. This was probably the cause of the rapid and 
monotonic decrease in the heat transfer rate. Different heat 
transfer behavior might be expected if the separation streamline 
lifted more slowly away from the surface. To investigate this 
the area expansion was reduced in steps and the heat transfer 
rate measured for each case. To accomplish this in a reasonable 
amount of time, the test section configuration was changed. 
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The two heat transfer surfaces were positioned the same as for 
Configuration 1 but with the upper wall deflection shifted 
downstream by 30 cm (Configuration 2). This moved the po
sition of separation downstream by approximately 30 cm, al
lowing us to make heat transfer measurements in the separation 
zone without repeatedly changing the heat transfer surfaces. 
This new configuration did not allow for heat transfer meas
urements across the reattachment zone. 

Six different cases were examined with proportionally re
duced upper wall deflections. That is, the deflection of the 
upper wall from the flat state was reduced proportionally at 
every point along the wall. The reductions examined were 5, 
10, 15, 20, 33, and 66 percent of the base case deflection. For 
example, in the 10 percent case, the wall deflection was reduced 
by 10 percent from the base case. The resulting pressure dis
tributions are shown in Fig. 8. The pressure gradient reductions 
are approximately proportional to the area reductions. The 
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Fig. 7 Heat transfer coefficient through separation and reattachment 

heat transfer results are plotted in Figs. 9(a-g). Figure 9(a) 
shows the base case results. The position of the minimum is 
shifted downstream by 30 cm because of the shift in the wall 
deflection. Otherwise, the results appear the same as in Fig. 
7. The results for 5, 10, 15, and 20 percent reductions shown 
in Figs. 9(b-e) all look similar to the base case. The position 
of the minimum shifts downstream with reduced deflection, 
indicating that the separation occurs later. The minimum be
comes broader with decreased deflection and the actual min
imum value increases slightly with decreasing deflection. The 
character of the results changes dramatically when the wall 
deflection is reduced by 33 percent. In this case, there is a 
broad shallow minimum with the results being quite sensitive 
to the wind tunnel speed. This suggests that the flow is only 
intermittently separating. It is interesting to note that even in 
this case, the strong adverse pressure gradient still causes a 
monotonic decrease in heat transfer through the separation 
zone. Finally, the case of 66 percent deflection reduction shows 
a much different behavior. Clearly the boundary layer never 
separates in this case. This then just shows the smooth variation 
of the heat transfer coefficient in a mild pressure gradient. 

Conclusions 
We have acquired fluid dynamics and heat transfer data for 

a nominally steady separation bubble on a smooth surface. 
The fluid dynamic measurements mimic the well-known be
havior of a turbulent boundary layer in a strong adverse pres
sure gradient. The heat transfer coefficient drops monotonically 
approaching separation even though the peak turbulence in
tensity is increasing rapidly. The heat transfer coefficient rises 
rapidly in the reattachment region as expected from previous 
studies. However, unlike previous results, the peak in the heat 
transfer rate occurs downstream of the mean reattachment 
point. Additional experiments with reduced pressure gradient 
show that the minimum Stanton number achieved near sep
aration is insensitive to the details of the flow. 
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Fig. 8 Test section pressure coefficient for pressure gradient cases 
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An Experimental Study of Film 
Cooling in a Rotating Transonic 
Turbine 
Time-resolved measurements of heat transfer on a fully cooled transonic turbine 
stage have been taken in a short duration turbine test facility, which simulates full 
engine nondimensional conditions. The time average of this data is compared to 
uncooled rotor data and cooled linear cascade measurements made on the same 
profile. The film cooling reduces the time-averaged heat transfer compared to the 
uncooled rotor on the blade suction surface by as much as 60 percent, but has 
relatively little effect on the pressure surface. The suction surface rotor heat transfer 
is lower than that measured in the cascade. The results are similar over the central 
3/4 of the span, implying that the flow here is mainly two dimensional. The film 
cooling is shown to be much less effective at high blowing ratios than at low ones. 
Time-resolved measurements reveal that the cooling, when effective, both reduced 
the dc level of heat transfer and changed the shape of the unsteady waveform. 
Unsteady blowing is shown to be a principal driver of film cooling fluctuations, 
and a linear model is shown to do a good job in predicting the unsteady heat transfer. 
The unsteadiness results in a 12 percent decrease in heat transfer on the suction 
surface and a 5 percent increase on the pressure surface. 

Introduction 
The accurate prediction of film cooling on turbine profiles 

and the end-walls is a major factor in the continuing effort to 
increase turbine entry temperature. The designer's goal is to 
use the minimum amount of coolant necessary to insure ad
equate turbine life. To this end, there has been considerable 
research over the past 30 years to increase our understanding 
of coolant film behavior and its interaction with the free-stream 
flow. Film-cooled boundary layer behavior has been shown to 
be quite complex with wall curvature, three-dimensional ex
ternal flow structure, free-stream turbulence, compressibility, 
and unsteadiness, all influencing cooling performance. 

Many studies have focused on film cooling in simple ge
ometries, on two-dimensional flat and curved plates in steady 
flow. For example, Ito et al. (1978) showed that the blade 
surface curvature influences the film cooling effectiveness par
ticularly in the vicinity of the injection holes, with greater 
effectiveness on the convex surface and less on the concave 
surface, as compared to a flat plate case. On the concave 
surface, Schwarz and Goldstein (1989) suggested that the un
stable flow along the concave surface promotes lateral mixing 
of the film cooling jets, which in turn results in a two-dimen
sional behavior of the film effectiveness. 

More recently, studies of the steady flow in linear cascades 
have provided detailed measurements of film cooling perform-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-201. Associate Technical 
Editor: L. S. Langston. 

ance on three-dimensional blade surfaces. Near the endwalls 
on the suction surface of the blade profile, Goldstein and Chen 
(1985) showed that the film cooling jets are swept away from 
the surface by the passage vortex, resulting in low levels of 
film effectiveness. On the concave surface, the film cooling 
was unaffected by endwall influences. 

Relatively less work has been done in the unsteady rotating 
environment characteristic of a rotor blade. Dring et al. (1980) 
studied the performance of film cooling in a low-speed rotating 
facility. They observed a large radial displacement of the cool
ant jet on the pressure surface, which they concluded to be 
the main cause of the low level of effectiveness measured. 
Recently, Takeishi et al. (1992) reported measurements of film 
effectiveness on a rotating turbine stage. The overall conclusion 
of both studies was that on the rotor midspan, the suction 
surface film cooling effectiveness is similar to existing flat plate 
and cascade measurements, while on the pressure surface, a 
much higher decay rate of effectiveness was measured. 

The influence of the NGV trailing edge slot coolant ejection 
• on the downstream rotor time-averaged heat transfer was re
ported by Dunn (1986), who observed that NGV injection 
increased heat transfer on the downstream rotor by as much 
as 20 percent. Dunn's data also showed little effect on the heat 
transfer as the coolant to free-stream gas temperature was 
raised from 0.52 to 0.82. 

The intent of the present study is to quantify experimentally 
the influence of three-dimensional and unsteady effects on the 
rotor film cooling process in a transonic rotating turbine stage. 
The approach is to measure the steady and time-resolved chord-
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Table 1 MIT blowdown turbine scaling 

Fluid 
Ratio specific heats 
Mean metal temperature 
Metal/gas temp, ratio 
Inlet total temperature 
True NGV chord 
Reynolds number* 
Inlet pressure, atm 
Outlet pressure, atm 
Outlet total temperature 
Prandtl number 
Eckert number^ 
Rotor speed, rpm 
Mass flow, kg/sec 
Power, watts 
Test time 

Full Scale 
Air 
1.28 
1118°K(1550°F) 
0.63 
1780°K (2750°F) 
8.0 cm 
2.7 x 106 
19.6 
4.5 
1280°K(1844°F) 
0.752 
1.0 
12,734 
49.0 
24,880,000 
Continuous 

MIT Blowdown 
Ar-Fr 12 
1.28 
295°K (72°F) 
0.63 
478°K (400°F) 
5.9 cm 
2.7 x 106 
4.3 
1.0 
343°K (160°F) 
0.755 
1.0 
6,190 
16.6 
1,078,000 
0.3 sec 

* Based on NGV chord and isentropic exit conditions 
]t(Y-l)M2T/AT 

wise heat flux distribution at three spanwise locations in a fully 
scaled short duration turbine rig. Here, we examine both the 
mean and time resolved heat transfer with film cooling and 
compare those results to measurements from an uncooled tur
bine with the same geometry and with cooled cascade data. 
An unsteady numerical calculation and analytical modeling is 
then used to elucidate the time-resolved fluid mechanics in the 
turbine rotor. Finally, the average heat transfer results are 
explained in terms of the time-resolved details. 

Experimental Apparatus 
These experiments were conducted in a short-duration (0.3 

s) blowdown turbine test facility at MIT, which simulates full 
engine scale Reynolds number, Mach number, Prandtl num
ber, gas to wall and coolant to mainstream temperature ratios, 
specific heat ratios, and flow geometry (Table 1) (Epstein et 
al., 1986). The corrected speed and weight flow where kept 
constant to better than 0.5 percent over the test time. The 
turbulent intensity at the nozzle guide vane inlet was less than 
1 percent. 

For the tests reported herein, a coolant injection system was 
added to the facility. The coolant system consisted of a re
frigerated coolant supply tank (200 K minimum), metering 
orifice, and fast-acting (15 ms) shutoff valve. The flow path 
from the coolant tank to the NGV's and rotor spin-up nozzles 

was internally insulated with teflon and syntactic foam epoxy 
to reduced heat transfer. The coolant tank and metering orifice 
were sized such that the time rate of change of pressure in the 
coolant tank matched that the main flow supply tank. Thus, 
the coolant to main flow mass flux ratio (the blowing ratio) 
remains constant (±2 percent) over the test time. An argon/ 
freon gas mixture was used for the coolant in order to match 
the ratio of specific heats of engine coolant (1.36). Freon-14 
was selected (as opposed to freon-12 in the main flow) to 
prevent condensation at the low temperatures and high pres
sures of the coolant supply system. 

High frequency response pressure transducers and ther
mocouples were installed in the NGV's and rotor blades to 
monitor the conditions in the coolant hole supply plenums. 
All worked well except for the rotor thermocouples, which 
were unreliable. Facility measurements for these tests included 
inlet total temperature and pressure, outlet total pressure, wall 
static pressures, and rotor speed. 

Of interest here is the measurement of the time-resolved heat 
flux distribution about the rotor blade. The thermal inertia of 
the blades is such as to keep the blade wall temperature es
sentially constant during the test at the pretest initial temper
ature (room temperature). Thus, uncooled rotor blading 
behaves as though it were internally cooled, generating a heat 
flux from the free stream into the blade. This flux is measured 
with thin film heat flux gages distributed about the blade pro
file. These transducers are 25 /xm thick with a rectangular 
sensing area (l.Ox 1.3 mm), oriented such that the longer di
mension is in the chordwise direction. The frequency response 
of these instruments extends from dc to 100 kHz. The gages 
are individually calibrated and relative gage calibrations are 
accurate to better than 5 percent. Absolute calibration accuracy 
is about 10 percent. Uncertainty was evaluated for each trans
ducer and is noted in the subsequent figures. Details of the 
gage theory, data reduction, and calibration may be found 
from Epstein et al. (1986). For the data presented herein, the 
signals from the heat flux gages were digitized at a 200 kHz 
sampling rate (33 times blade passing). Unless otherwise spec
ified, the digital signal was then ensemble-averaged for 360 
vane passed periods (Guenette et al., 1989). Nusselt numbers 
are defined in terms of rotor relative frame mass-averaged 
NGV exit temperature, the measured surface temperature, the 
gas thermal conductivity at that temperature, and the rotor 
axial chord. 

The 0.5-m-dia turbine tested (Fig. 1) was a single-stage, 4:1 
pressure ratio transonic machine whose design parameters are 
given in Table 2 (Rigby et al., 1990). This turbine geometry 
has been extensively studied in cooled and uncooled cascades 

Nomenclature 

AM 

d 
fix) 

G(co) 
h 
L 
M 

Nu 

Pr 
Q 

Rec 

Fourier coefficient at fre
quency to 
equivalent slot width 
function of length 
damping coefficient 
heat transfer coefficient 
length of coolant slot 
Mach number 
Nusselt number based on ax
ial chord, inlet total temper
ature, wall temperature, and 
main gas conductivity at the 
wall 
Prandtl number 
heat flux 
Reynolds number based on 
axial chord, isentropic exit 

S = 

T 
U 
x 
a 

Mach number, and proper
ties at exit condition 
surface length downstream 
of coolant holes 
time 
temperature 
velocity 
length scale 
coolant injection angle rela
tive to surface normal 
effectiveness 
nondimensional coolant tem
perature 
modified reduced frequency 
viscosity 
nondimensional blowing pa
rameters 

p --
<p --
Q --

w -

= density 
= perturbation potential 
= reduced frequency 
= oscillation frequency 

Subscripts 
0 = 

ad -
aw -

c = 
fc ~-

x, t = 

00 = 

= uncooled 
= adiabatic 
= adiabatic wall 
= coolant 
= film cooled 
= derivative with respect to x 

or t 
= free-stream conditions 

Superscripts 

( ) ' = 
( ) = 

= perturbation quantity 
= time-averaged condition 
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Leading Edge 

Pressure Surface 

Fig. 1 Turbine geometry and cooling arrangement 

Table 2 Turbine design parameters 

Turbine loading, AH/U2 

Total pressure ratio 
Velocity ratio, Cx/U 
Rotor aspect ratio 
NGV exit Mach No. 
Rotor coolant/Main flow 
NGV Coolant/Main flow 

-2.3 
4.2 

0.63 
1.5 

1.18 
6% 
3% 

(Ashworth et al., 1987) and as an uncooled stage (Abhari et 
al., 1992). For these tests of cooled rotor heat transfer, thin 
walled nozzle guide vanes (NGV's) were used with slot injection 
near the pressure surface trailing edge sized to pass the flow 
of a fully cooled NGV. Solid rotor blading was used for the 
uncooled tests. For the cooled testing, the solid aluminum 
blades were drilled out for two coolant supply plenums. The 
film coolant hole configuration was chosen to provide the 
maximum information on coolant performance in rotating 
geometries rather than be representative of a production blade 
cooling configuration. The coolant hole internal diameters (0.5 
mm) were 2 percent of axial chord. All rows had circular exit 
areas, except for the first row on the suction surface, which 
was D-shaped. The coolant hole and heat flux gage locations 
are shown in Fig. 2. The top chordwise row will be referred 
to as the tip location, the middle as midspan, and the bottom 
as the hub gages. These locations were chosen so as to elucidate 
the spanwise variation in the flow as far as possible without 
intruding into the endwall flow region (Norton, 1987). Un
fortunately, several of the gages failed over the course of the 
testing (especially on the pressure surfaces), so not all meas
urement locations yielded data at all test conditions. All data 
taken during each test are reported. 

Steady-State Measurements 
As a prelude to measurements of the fully cooled stage, the 

uncooled rotor was tested behind cooled nozzle guide vanes. 

Heat Flux 
Sensor 

Hub 
Coolant Holes' 

Fig. 2 Composite of the heat flux gauge and coolant hole positions on 
the projected blade surface. Note that each of the three chordwise rows 
of gages is on a separate blade. 

3000 

o No NGV Injection 
A With NGV Injection 

Fractional Wetted Surface 
Fig. 3 Influence of nozzle guide vane trailing edge injection on un
cooled rotor heat transfer 

This was done to permit differentiation of the influence of the 
cold nozzle guide vane wakes (cold streaks to the rotor) from 
the effects of fully cooling the stage. (A cooled rotor behind 
uncooled NGV's may also be informative but was not done 
due to time constraints.) Figure 3 compares the steady-state 
heat transfer distribution about the uncooled rotor midspan 
behind both cooled and uncooled NGV's. (The chordwise sen
sor placement on the uncooled blade differs somewhat from 
the cooled blade placement illustrated in Fig. 2. The uncertainty 
in the measurements is indicated by a vertical bar unless it is 
less than the symbol size.) The coolant injection is 3.0 percent 
of the main mass flow rate and the coolant to free-stream 
temperature ratio is 0.63. The heat transfer at the leading edge 
drops by 18 percent with injection while the pressure surface 
heat transfer increases monotonically from the leading edge. 
Relatively little change is observed on the suction surface. 
Examination of the time-resolved data showed that the wave
form shapes on the pressure surface were no different with 
and without injection, that only the dc levels changed. Tests 
run at different rotor speeds and blowing ratios showed similar 
results. At this time, we are uncertain as to the physical origin 
of these observed effects; changes in the NGV shock pattern 
due to the mass injection, increased NGV wake turbulence and 
velocity deflect, or changed wake temperature are all possible 
candidates. Work is currently under way to explain them in a 
quantitative fashion. 
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Fig. 4 Time-averaged heat transfer of fully cooled stage compared to 
that of the same profiles as an uncooled stage at - 1 0 deg rotor incidence 
and 120 percent of design Reynolds number 
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Fig. 5 Comparison of data from two tests illustrating level of meas
urement repeatability 

Measurements made on the fully cooled stage are shown in 
Fig. 4, along with earlier uncooled stage results taken at the 
same operating condition (-10 deg rotor incidence, 120 per
cent of the baseline Reynolds number). The shaded bars denote 
the location of the rows of coolant injection holes. Figure 5 
presents the data of Fig. 4 along with that from a second test 
taken two months later to check repeatability. The results from 
the two tests are very similar with the exception of one tip 
section gage on the pressure and suction surfaces. It can be 
seen from the data in these plots that the suction and pressure 
surfaces behave quite differently. The film cooling is effective 
on the suction surface in reducing the blade heat transfer with 
similar results observed across the span, implying that the flow 
here is somewhat two dimensional. By comparison, little re
duction in heat transfer is observed along the pressure surface 
except near the tip. 

Rigby et al. (1990) performed measurements on the same 
cooled profile in a linear cascade. Figure 6 compares the cas
cade measurements with those from the rotating stage with 
both a cooled and uncooled rotor. The data show that heat 
transfer is reduced on the suction surface of the rotor compared 
to the cascade, by as much as 60 percent. On the pressure 
surface, the cooled cascade data show little influence of film 
cooling. 

3000 

CD 

E 2000 
3 

CD 
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_1 Suction Surface Q Pressure Surface \ 
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Fig. 6 Uncooled and film cooled rotating stage measurements com
pared with those from a cooled linear cascade 

Table 3 Coolant test conditions 
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1 2 

Temperature Ratios 
NGV Coolant/Freestream 
Rotor Coolant/Freestream Relative 
Rotor Coolant/Wall 

0.54 
0.51 
0.74 

Momentum Ratios, 1st Row of Holes 
Suction Surface 
Pressure Surface 

0.72 
1.10 

Blowing Ratios, 1st Row of Holes 
Suction Surface, High/Low 
Pressure Surface, High/Low 

1.24/0.96 
1.52/1.1 

o No film cooling 
• Film cooled at higher blowing ratio — Mid Span 
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Fig. 7 The influence of blowing ratio on rotor heat transfer 

The influence of blowing ratio (coolant mass flow/free-
stream mass flow) on film cooling was examined by replacing 
the usual Argon-Freon 14 coolant with nitrogen, changing the 
coolant molecular weight and ratio of specific heats, thus re
ducing the blowing ratio without appreciably changing the 
momentum ratio (momentum of coolant flow/momentum of 
free-stream flow), Table 3. Although somewhat sparse, the 
data in Fig. 7 show that, on the suction surface, reducing the 
blowing ratio reduces the heat transfer. The data on the pres
sure surface are less uniform, with lowered blowing ratio re
ducing the heat transfer downstream of the first row of holes, 
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Fig. 8 Time-resolved rotor heat transfer measurements compared with those for an uncooled rotor 

but downstream of the second row, the heat transfer is reduced 
at the higher blowing ratio. This behavior would be consistent 
with film lift-off at the higher blowing ratios. 

Overall, we note that the film cooling appears effective on 
the rotor suction surface but much less so on the pressure 
surface. The lack of more detailed spatial coverage (due to 
instrumentation failures) inhibits more detailed conclusions 
from the steady state data. With the exception of Fig. 7, all 
the data in this paper were taken at the higher blowing ratio, 
corresponding to the design intent. 

Time-Resolved Measurements 
Time-resolved data are compared with uncooled rotor meas

urements in Fig. 8. Over the pressure surface, there is little or 
no reduction in heat transfer from the film cooling. On the 
suction surface, the influence of film cooling is more pro
nounced. At the crown of the suction surface (Fig. 8a), the 
cooling is pronounced at midspan but minimal at the hub. 
Elsewhere along the suction surface, the cooling is similar at 
hub and midspan. The influence of the film cooling is seen 
both to reduce the heat transfer and also to introduce a phase 
shift in the unsteady waveform. 

The influence of blowing ratio on the pressure surface (po
sition corresponding to Fig. 8i) is illustrated in Fig. 9. At the 
higher blowing ratio, the film provides no cooling at all while 
at the lower blowing ratio, the mean heat transfer is reduced 
by about 30 percent and the waveform is altered. 

The fractional change in heat transfer (the isothermal film 
effectiveness) calculated from the midspan data on the crown 
of the suction surface (Fig. 8a) is shown in Fig. 10. Note that 
for about half of a vane passing period, the effectiveness is 
approximately constant at 0.7, but then drops rapidly to zero. 
In the following section, we examine the nature of this un-
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Fig. 9 The influence of blowing ratio of the upstream coolant hole on 
the pressure surface heal transfer corresponding to Fig. 8(/) 

steadiness and present a simple time-resolved model of the 
process. 

The Influence of Unsteadiness on Rotor Film Cooling 
Turbine blade aerodynamic and Cooling design is currently 

based on the assumption that the flow can be modeled as 
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Fig. 10 Time-resolved isothermal effectiveness calculated from the 
midspan data on the crown of the rotor suction surface (Fig. 8a) 
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Fig. 11 Time-resolved wall static pressure at the coolant hole exit lo
cations as predicted by an unsteady, multiblade row code 

steady. The data presented here certainly show that blade heat 
transfer is unsteady over much of the airfoil surface. What 
are the sources of these fluctuations, which are dominant, how 
can they be modeled, and what are the turbine design impli
cations of this unsteadiness? 

There are many sources of unsteadiness in turbine rotors. 
Potential interactions between blade rows and impingement 
of NGV wakes and shock waves on the rotor are the predom
inant sources of free-stream unsteadiness. Abhari et al. (1992) 
showed that a two-dimensional, unsteady, multiblade row, 
viscous code (UNSFLO, Giles and Haimes, 1993) can quan
titatively predict the time-resolved heat transfer in an uncooled 
configuration of this turbine stage. 

The flow and heat transfer perturbations in a transonic tur
bine are large, of the order of the mean flow. Figure 11 presents 
the static pressure history calculated with the unsteady code 
for the uncooled turbine at the locations corresponding to the 
injection holes on the cooled rotor. This shows large fluctua
tions, especially near the front of the blade. The unsteady 
envelope of the rotor static pressure distribution is compared 
with the coolant supply plenum pressure in Fig. 12 and shows 
that the coolant driving pressure ratio can vary enormously, 
by more than 100 percent over some of the blade chord. Al
though in the time mean, the coolant minus wall static pressure 
difference is always positive, the instantaneous pressure dif
ference is zero near the rotor leading edge over part of the 
vane passing period. On the suction surface, the variation in 
coolant driving pressure difference is sufficient to choke the 
coolant holes during part of the cycle and reverse the flow 
during another part! For this temporal pressure variation to 
influence the mass flow rate of coolant, the vane passing fre
quency must be low compared with the propagation time of 

Wall Static Pressure 
NGV Inlet Total Pressure T 1 0 

Coolant 
Plenum Pressure 

Suction Surface 

Max 
Min 
Time-Averaged 

Pressure Surface 

Fractional Wetted Surface 
Fig. 12 Midspan rotor static pressure distribution as predicted by an 
unsteady, multiblade row, viscous code 

disturbances through the coolant holes. For this turbine, the 
product of coolant mean flow Mach number and reduced fre
quency (Q = wL/Uc) is 0.4, implying that pressure perturba
tions will indeed modify the coolant flow rate. 

To model this process, we will formulate a simple unsteady, 
one-dimensional, subsonic compressible flow through a slot 
and drive it with the pressure perturbations calculated by the 
time-resolved multiblade row code. Linearized about the mean 
flow, the potential perturbation satisfies (Ashley and Landahl, 
1965) 

u=u+u' = u 
H d<p(x,t) 

dx 

and 

( 1 - M W -2h£ 
V 

<Pxt~ 'V2 <pt, = 0 

(i) 

(2) 

Assuming a harmonic unsteady perturbation of the form 
<P=f(x)d1"', the above linear partial differential equation re
duces to a linear ordinary differential equation, the solution 
of which provides the mean unsteady mass flux from the holes. 
Summing for all frequencies and ignoring the second-order 
terms (terms involving the square of the perturbation), the 
correction to the mean mass flow from the slot is given by 

when (p'U')«p~U (3) 

where p is the coolant density, U is the velocity, the overbar 
corresponds to mean conditions, and the prime corresponds 
to the perturbation quantities. At the exit of the coolant holes, 
the unsteady mass flux from the coolant slot, including the 
first-order correction, is written as 

PU' 

PU+_(pU)' 
pU 

» 2 (l-A(co)G(a>)e^') (4) 

where 

G ( t d ) = l - M ; , — 
{\-M)e~'K + {\+M)e' 

-r-v ,•„ and K = 
MQ, 

(l-M)e-"-{l+M)e"" 1 -AT 

The term A (co) is the Fourier coefficient of the periodic pressure 
at the_exit of the coolant holes. Q is the reduced frequency 
(oiL/Uc) based on the slot length (L), and the mean coolant 
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Fig. 13 Two-dimensional coolant slot model with unsteady external 
pressure field 

velocity (Uc). It is seen that as co—0, the term G(a>) also ap
proaches zero and the quasi-steady conditions are recovered. 
For a Mach number of 0.8 and a reduced frequency of 0.4, 
Eq. (4) indicates that the fluctuation in the coolant mass flux 
through the slot is 30 percent. 

Given that the mass flux from coolant holes is unsteady, the 
film cooling must be unsteady as well. Whitten et al. (1970) 
have shown that, in a turbulent boundary layer with nonun
iform blowing, film cooling is influenced principally by the 
local boundary layer conditions and shows little effect of prior 
history. This suggests that, at distances relatively close to the 
cooling holes compared to the chord, film cooling with un
steady blowing may behave as if the local flow were quasi-
steady. To test this assumption, we will use a steady-state film 
cooling correlation from the literature and drive it with the 
unsteady blowing as described in Eq. (4), using the unsteady, 
multiblade row calculation to supply the wall static pressure 
at coolant hole locations. The estimated cooling effectiveness 
will then be used to "correct" the heat flux measured about 
the uncooled rotor in order to predict the cooled blade heat 
transfer. For this purpose, we employ the film cooling cor
relation suggested by Goldstein and Haji-Sheik (1967) for the 
adiabatic cooling effectiveness: 

riad= (T<»~ Tad)/( Tx - Tc) 
0.2 

2/3fc-0.S Rec 

where 

ij«,= 5.75Pr" '$ 

(3=1+1 1 .5xl0~ 4 cosaRe c — 

S\ (PU)a 

\d (PU)C 

(5) 

(6) 

a is the injection angle, Rec is the Reynolds number based on 
the coolant fluid through the slot (Fig. 13). In this model, the 
coolant hole is a slot, so d represents an equivalent slot width 
defined as the hole area divided by the pitch between holes 
(Goldstein et al., 1974). It is assumed that the correction to 
the driving temperature due to the compressibility is negligible. 
The time lag required for the coolant fluid to reach any point 
S, is assumed to be 70 percent of the free-stream velocity, 
which corresponds to the mean propagation velocity of a tur
bulent patch within the boundary layer, as measured by Ash-
worth (1987). 

Then, the ratio of heat transfer with film cooling (Q/c) to 
that without (Qo) is 
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Fig. 14 A comparison of film-cooled measurements and predictions 
made with a simple, unsteady blowing model 

Qfc hfc (Tad-Tw\ hfc 

T 
J. oo (7) 

Assuming that the heat transfer coefficient is unchanged by 
the addition of the coolant, then Eq. (7) can be written in 
nondimensional form as 

N u m m Cooled(S, 0 = N u u n c o o l e d ( S , t)(l - 0rjad(S, 0 ) (8) 

We can now evaluate Eq. (8) using the uncooled rotor meas
urements to provide Nuuncooled(5',/) and the unsteady, multi-
blade row calculation to provide the time history of the wall 
static pressure (i.e., the calculations in Fig. 11) needed to es
timate the unsteady blowing rate. 

Figure 14 compares the results of this calculation to the 
measured rotor film-cooled heat transfer and shows excellent 
agreement on both the pressure and suction surfaces. This 
agreement implies that film cooling at these locations is strongly 
influenced by unsteady blowing and that the above model 
captures the important physical features of the process. This 
result explains the apparent phase shift between the cooled 
and uncooled measurements as simply an artifact introduced 
by the unsteady blowing coupled to the propagation delay in 
the boundary layer. Additionally, the agreement between the 
model and data indicates that the boundary layer behavior is 
quasi-steady here and that film cooling performance can be 
successfully estimated in some cases without requiring film-
cooled, unsteady, multiblade row codes (a great increase in 
complexity over the current state of the art). 

The design of film-cooled turbines is presently done assum
ing steady flow. We can take the time-averaged static pressure 
distribution as presented in Fig. 12 and calculate the resulting 
blowing and heat transfer (which is the design intent). Com
pared to the results of the unsteady model and measurements 
(which agree), the steady-state predicted heat transfer is 12 
percent too high on the suction surface and 5 percent too low 
on the pressure surface. Thus, the unsteady blowing can impact 
the mean blade heat transfer and may need to be accounted 
for in cooling design systems. The unsteadiness driving the 
process is larger for highly loaded transonic turbines than for 
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subsonic designs, so we would expect this effect to be somewhat 
exaggerated here compared to more lightly loaded designs. 

Summary and Conclusions 
The time-resolved heat transfer has been measured on the 

rotor of a fully cooled transonic turbine stage and compared 
with data from the same geometry operated in an uncooled 
configuration. The data show a considerable reduction in the 
average suction surface heat transfer with cooling but relatively 
little on the pressure surface. High blowing ratios were shown 
to provide much less effective cooling than lower ones. The 
results are similar over the center 3/4 of the span measured, 
implying that the flow in this region is mainly two dimensional. 

Comparisons were also made with cooled cascade measure
ments of the same profile. The rotor heat transfer on the 
suction surface was considerably less than that in the cascade. 
The time-resolved data revealed that the cooling, when effec
tive, both reduced the dc level of heat transfer and changed 
the shape of the unsteady wave form. The principal unsteady 
driver for the film cooling was shown to be the unsteady rotor 
blade surface pressure distribution caused by blade row inter
actions. These modulate the cooling flow over a wide range, 
which in turn generates fluctuations in cooling and heat trans
fer. A simple, linear model was shown to do a good job at 
predicting this effect. The unsteadiness resulted in a 12 percent 
heat transfer decrease at the suction surface location investi
gated, and a 5 percent increase on the pressure surface. 
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An Experimental Study of Film 
Cooling Effectiveness Near the 
Leading Edge of a Turbine Blade 

A flame ionization technique based on the heat/mass transfer analogy has been used 
in an experimental investigation of film cooling effectiveness. The measurements 
were made over the surface of a turbine blade model composed of a semi-cylindrical 
leading edge bonded to aflat after-body. The secondary flow was injected into the 
boundary layer through four rows of holes located at ±15 and ±44 deg about the 
stagnation line of the leading edge. These holes, of diameter d, had a 30 deg spanwise 
inclination and a 4d spanwise spacing. Adjacent rows of holes were staggered by 
2d, and perfect geometry symmetry was maintained across the stagnation line. 
Discharge coefficients and flow division between the 15 and 44 deg rows of holes 
have also been measured. The strong pressure gradient near the leading edge produces 
a strongly nonuniform flow division between the first ( ±15 deg) and the second 
( ±44 deg) row of holes at low overall mass flow ratios. This produced a total 
cutoff of the coolant from the first row of holes at mass flow ratios lower than 
approximately 0.4, leaving the leading edge unprotected near the stagnation line. 
Streamwise and spanwise plots of effectiveness show that the best effectiveness values 
are obtained in a very narrow range of mass flux ratios near 0.4 where there is also 
considerable sensitivity to changes in Reynolds number. The effectiveness values 
deteriorate abruptly with decreasing mass flow ratios, and substantially with in
creasing mass flow ratios. Therefore, it was concluded that the cooling arrangement 
investigated has poor characteristics, and some suggestions are made for alternate 
designs. 

1 Introduction 
Attempts to increase the efficiency of modern gas turbine 

engines lead to high gas temperatures at the inlet to the turbine. 
To improve the behavior of the turbine blades exposed to this 
hot gas, research can be aimed on one hand at the improvement 
of the materials used for the blades, and on the other hand, 
at improvements in the design of cooling schemes to protect 
the turbine blade. One of these cooling schemes is "film cool
ing" in which a cool gas is injected over the blade surface, 
protecting it from the action of hot gases. Film cooling has 
been extensively studied in the past. Most studies were con
cerned with obtaining high effectiveness for low-curvature sur
faces that typify the blade downstream of the leading edge 
(see, for example, Hay et al., 1985). Far fewer studies have 
been directed at film cooling close to the leading edge, known 
as "shower head cooling." 

The results of one study of shower head cooling have been 
published by Mick and Mayle (1988). They investigated the 
film cooling of the leading edge by using two rows of circular 
cooling holes located at 15 and 44 deg, respectively, from the 
stagnation line of semicircular nose coupled to a flat afterbody. 

Contributed by the International Gas Turbine Institute for publication in the 
JOURNAL OF TURBOMACHINERY. Manuscript received at ASME Headquarters 
October 16, 1992. Associate Technical Editor: H. Lukas. 

They measured the film cooling effectiveness i) (defined as 
Taw-T„/Tc- Tm, where the subscripts aw, oo, and c refer to 
the adiabatic wall, free stream, and coolant, respectively) by 
injecting heated air through the "cooling" holes without heat
ing the insulated surface of the body. The present study repeats 
some of their measurements, using a similar body, but using 
a different simulation method. 

Kami and Goldstein (1990) studied the simulation of film 
cooling in the leading edge region through the mass transfer 
analogy using the naphthalene sublimation technique. The 
Sherwood numbers were investigated for different injection 
geometries. Nirmalan and Hylton (1990) studied the effect of 
blowing on Stanton number for a three-vane, linear, two-
dimensional cascade. Mehendale and Han (1992) measured the 

• heat transfer effectiveness near the leading edge and investi
gated the influence of high mainstream turbulence intensity. 

Hay et al. measured the discharge coefficients using a flat 
plate with orifices. They reported that at low values of mass 
flow ratios M„ (expressed by them as pressure ratios) the dis
charge coefficient increased strongly with mass flow ratio. At 
high mass flow ratios the CD reached a plateau with typical 
values around 0.7-0.8. Tillman and Jen (1984) have examined 
the effect of external flow on the coolant discharge coefficients 
for holes located in a circular cylinder. They have presented 
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the discharge coefficient variation as a function of the angular 
position of the hole for various mass flow rates. They did note 
the decrease of discharge coefficient with decreasing mass flow 
ratio. They also noted that the discharge coefficient decreased 
with decreasing Reynolds number of the flow through the 
coolant orifice. Values from their reports have been quoted 
later in this paper (Section 3.1). 

The objectives of the present work are to analyze the flow 
division and to measure film cooling effectiveness. A new 
measurement technique and the heat mass transfer analogy are 
used. 

The effectiveness measurements were carried out using a 
flame ionization detector technique, which, to the best knowl
edge of the authors, has been used here for the first time for 
film cooling effectiveness measurements. The present geometry 
differs from that of Mick and Mayle in that it uses four rows 
of holes at ± 15 and ±44 deg placed symmetrically about the 
stagnation line (Mick and Mayle used three rows of holes at 
±15 and 44 deg in which those at ±15 deg were staggered 
with respect to each other). Blockage ratios in the two exper
iments were also somewhat different. In all other aspects, the 
present model is like that of Mick and Mayle. 

2 Experimental Arrangements 

2.1 Model and Wind Tunnel Configuration. The present 
measurements were made in a large blower-type wind tunnel 
with a cross section 2.44 m wide by 1.6 m high. Turbulence 
intensities in the test section vary over the cross section but 
are never higher than 1/2 percent outside of the wall boundary 

Fig. 1 Model turbine blade in test section 

layers. These intensities are much lower than those found in 
real engines, but they provide data that are a basis for com
parison with higher intensity tests done elsewhere (Mehendale 
and Han, 1992). Mean velocities are uniform over the same 
central section to within ± 1 percent. 

The model was mounted horizontally and spanned the test 
section as shown in Fig. 1. In common with the geometry of 
Mick and Mayle, the present model has a semicircular leading 
edge bonded smoothly to an afterbody, which consisted of 
parallel top and bottom surfaces and a tapered trailing edge. 
The model has a leading edge diameter (D) of 127 mm, parallel 
top and bottom lengths of 1.19 m, and an overall chordwise 
length of 2.28 m. Since the model spans the tunnel at zero 
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incidence, the frontal blockage of the tunnel is 7.9 percent. 
This contrasts with the tests of Mick and Mayle for which the 
blockage ratio was 33 percent. The model was mounted at zero 
incidence in the wind tunnel by rotating it until the flat surfaces 
of the afterbody were parallel to the floor of the wind tunnel 
test section. 

Tunnel or " free-stream " wind speeds can be calculated from 
given coolant hole Reynolds numbers Rec (based on the average 
coolant velocity for all holes and the coolant hole diameter 
d), the mass flow ratio M„ (equal to the average coolant 
velocity divided by [/«,), and the given geometry of the model. 
In general, values of free-stream velocity between 2 and 20 m/ 
s were used with many tests at 7 m/s. All these are in the low-
speed incompressible range and were selected along with model 
size to maintain Reynolds numbers in the range found by real 
blades. Mach number effects are, of course, not modeled in 
these tests. 

Because of the reports of flow separation on this geometry 
(see Bellows and Mayle, 1986), fences were placed on the model 
at spanwise positions ±0.95 m from the tunnel centerline, to 
reduce or eliminate spanwise flow in separation bubbles. Some 
indication of flow separation was found in the present tests, 
but because no particular studies were made to look for sep
aration bubbles, no conclusions on this aspect of the work 
have been drawn. 

The hollow semicylindrical forebody was bonded to a 
plenum, which slid inside the afterbody, as illustrated in Fig. 
2(a). A flow baffle, two fine screens, and a perforated plate 
were installed in the plenum over its internal cross section to 
encourage uniform delivery of gas to the coolant holes at the 
leading edge. The plenum was fed with pure air (or air plus 
propane contaminant) through a 25 mm delivery hose near the 
trailing edge of the model. Plenum pressures were measured 
through appropriate internal pressure taps, while gas flow de
livery rates were measured by suitable rotameters. 

As already noted, coolant injection holes were located at 
± 15 and ±44 deg from the stagnation line as shown in Fig. 
2(b). In this case, perfect symmetry of the holes about the 
stagnation line was maintained, four rows of holes being put 
in place. 

All cooling holes were 12.7 mm in diameter (d) and were 
drilled with an inclination of 30 deg to a spanwise line on the 
cylindrical leading edge. Viewed from the direction of the 
cylinder axis, the hole centerlines are radial, forming angles 
of ± 15 and ±44 deg with respect to the stagnation line. The 
injection hole geometry is illustrated in Fig. 2(c). The holes 
had a spanwise spacing of 4c? in each row. The spacing and 
orientation of the holes as well as (d/D) are deliberately iden
tical to those of Mick and Mayle. For the present studies, seven 
holes were drilled for each row. The center hole of each row 
was positioned close to the centerline of the model, effectively 
representing one of an infinite series of spanwise holes. The 
present model leading edge, through which the holes were 
drilled, had a thickness of 25.4 mm so that the hole length 
along its centerline is Ad. 

2.2 Measurement of Discharge Coefficients and Flow Rate 
Division. A common definition of discharge coefficient is 

SE I-C1RCULAR LEADING EDGE 
• PERFORATED PLATE 

Cn= 
\Pc^c) measured 

(PcUc) ideal 

where (pcC/c)ideai can be calculated using Bernoulli's equation 
for incompressible flow from the plenum pressure pp to pM, 
PM being the static pressure at the exit location of the hole in 
the absence of blowing. The value of CD may depend on hole 
length, Reynolds number, and entrance geometry as noted by 
Tillman and Jen (1984) but should not vary with location on 
the cylinder, except insofar as the velocities Uc and UM vary. 
Here UMis the fluid velocity approaching the hole from around 
the cylinder, excluding local boundary layers on the cylinder 

SCREENS 

FLOW BAFFLE 

INLET 

Fig. 2(a) Plenum interior 

;%CYUNOW CENTRE UNE 

Fig. 2(b) Leading edge hole pattern 
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— • O CD f~> r-> r-> o O 

*CD CD CD CD CD CD CD 

l i15° ROWS 

+44° ROWS 
L PRESSURE TAPS 

Fig. 2(c) Injection hole geometry 

Fig. 2 Plenum and leading edge construction 

surface. As shown by Gartshore et al. (1991) and indirectly by 
Tillman and Jen, CD is strongly dependent on the ratio Uc/ 
UM, particularly for low values of this ratio. 

Values of CD were measured directly from the model during 
the present experiments. This was done by measuring the 
plenum pressure for various coolant flow rates and various 
free-stream velocities while having holes open at only one lo
cation (either ± 15 or ±44 deg). Knowing the surface pressure 
coefficient Cp for the relevant hole location (15 or 44 deg), the 
value of discharge coefficient and the ratio of UC/UM could 
be found from the data, as described later in this paper, and 
in the Appendix. 

The division of flow between the holes at ± 15 deg and those 
at ±44 deg was also measured directly in the present case by 
the following procedure, adopted for any one tunnel velocity: 

(a) With all the holes open, the volume flow rate through 
the plenum (QT) was measured using the rotameter. 
The plenum pressure at QT was also measured. 

(b) With the holes at ±44 deg taped over (no flow out), 
the volume flow rate was adjusted until the plenum 
pressure obtained in («) was found. The resulting flow 
rate, Q\$, was then measured. 

(c) With holes at ±44 deg open and those at ±15 deg 
closed, the flow rate (Q44), which occurred for the 
original plenum pressure, was measured. 

The measured flow division Q15/244 was then known and a 
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check was available from the fact that QT should equal the 
sum of Qn and Q44, within experimental accuracy. Values of 
average hole velocity Ui or (72 were found by dividing Q\$ or 
Q44 by the total area of the holes in either of these rows (14 
holes of 12.7 mm diameter in each row). The overall mass flow 
ratio Moo is found from Mm= (QT/ArU^), where AT is the 
summed cross-sectional area of all the coolant holes. 

2.3 Measurement of Film Cooling Effectiveness. The film 
cooling effectiveness 17 as defined in Section 1 can be found 
by measuring temperature at an adiabatic wall, in the coolant 
and in the free stream (Tam Tc, and T^, respectively). Alter
natively, greater simplicity can be obtained by using a mass 
transfer analogy, as discussed by Goldstein (1971). Using this 
technique, a foreign gas is used to mark or contaminate the 
coolant; the wall conditions are automatically and quite ac
curately "adiabatic" and the film cooling effectiveness may 
be defined in terms of the volume concentration of contami
nant C as: 

where the subscripts w, c, and 00 indicate wall, coolant, and 
free-stream conditions, respectively. Injecting contaminant 
only from the coolant holes and not in the free stream forces 
C„ to zero, and -q becomes simply Cw/Cc. 

In the present case, propane was used as a contaminant gas 
and was injected in low (less than 3 percent) concentrations 
from the coolant holes. Measurements of Cw were made with 
a specially designed rake of very fine tubes (0.5 mm OD) 
designed to lie directly on the wall. Gas was sampled through 
these tubes and sent, through suitable fluid wafer switches, to 
a flame ionization detector, which accurately measured mean 
propane concentration (see Fackrell, 1980, for details of this 
instrument). Each tube was calibrated individually from a 
known concentration of propane before beginning the test. 
This calibration was then recorded in a microcomputer. By 
sampling alternately from the plenum to check Cc and then 
from a tube to find C„, then switching to a new sampling tube, 
errors were minimized. The entire test was automated through 
the computer, which controlled the location of the rake (po
sitioned by stepper motors driving a suitable traverse mech
anism), the switching between tubes, and the processing of the 
results to produce values of -q. The rake of fine sampling tubes 
contained 11 tubes, spaced d/1 apart, so that a spanwise length 
of 5d was covered by the rake. This test area is illustrated in 
Fig. 3, which shows typical measurement locations. In this and 
subsequent figures, x is the arc length of the curved surface 
measured from the stagnation line and z is the spanwise dis
tance measured from the edge of one hole (as shown). Note 
that coolant fluid is discharged spanwise in the direction of 
increasing z. 

The sampling tubes take fluid from about 0.25 mm above 
the wall, not at the wall as required. In general this error is 
difficult to quantify, but an explicit check on the accuracy of 
the method has been made in one case: For this test, propane-
contaminated air was ejected from a two-dimensional slot in 
a flat plate into an uncontaminated stream. Measurements were 
then made of the velocity profile and the concentration profile 
at one position 5 slot widths downstream of the slot. Integra
tion of the product of velocity and propane concentration over 
the entire profile height provided values of total propane flux 
(per unit length of slot) passing the measurement point. These 
values, found for several levels of propane concentration in 
the coolant, agreed within ± 3 percent with the measured total 
propane flow into the plenum supplying the coolant mixture. 
We conclude that the flame ionization detector (FID) is able 
to measure local concentration with good accuracy. Other 
checks were made to ensure that the exact orientation of the 
FID sampling probe, with respect to the local velocity, did not 

Fig. 3 Film cooling measurement stations 

affect the measured concentration significantly. We estimate 
that, within one hole diameter of ejection, the film cooling 
effectiveness is being measured correctly to within ±0.05, 
greater errors being possible very close to the coolant holes. 
Errors in tunnel velocity are less than 2 percent; errors in 
measuring coolant flow velocity are estimated as also less than 
2 percent so that the overall uncertainty in the measurement 
of Mi or Moo is less than 4 percent. 

3 Results and Discussion 

3.1 Flow Division Between Rows of Cooling Holes. An 
accurate description of the flow rate from individual holes is 
important for film cooling effectiveness. The flow division is 
complicated, however, by the strongly variable pressure and 
local velocity fields around the cylindrical leading edge of the 
present model, characterizing the "shower head" region of a 
turbine blade. 

As has already been noted in Section 2.2 and by several 
earlier reports, discharge coefficients vary markedly with Uc/ 
UM where UM is the local velocity approaching a coolant hole. 
The velocity UM in this case varies from zero at the stagnation 
line to a maximum value near the junction between the cylin
drical leading edge and the flat parallel sides of the model 
blade. The velocity UM can be related to the local pressure on 
the cylinder through Bernoulli's equation. The appendix gives 
the equation relating the mass flow rate through holes at 15 
and 44 deg to measured pressure distributions on the cylinder, 
measured discharge coefficients (varying with UC/UM) and 
measured overall mass flow ratios M„, defined in Section 2.2. 

Discharge coefficients measured in the present tests are plot
ted in Fig. 4 together with values deduced from data reported 
by Gartshore et al. and by Tillman and Jen. The spanwise 
orientation of the coolant holes is 30 deg in each of the tests 
but coolant hole lengths and the exact geometry such as the 
curvature of the entrance to the holes from the plenum are 
probably slightly different in each case so that exact equality 
of CD cannot be expected. The trends are clearly the same, 
however: low CD at low UC/UM, rising to a constant CD value 
for velocity ratios above about 2. 

Gartshore et al. proposed a form for the CD versus UC/UM 
curve (see appendix), which involves two empirical constants 
A and B. The constant A (in fact A ~1/2) describes the value 
of CD reached at large UC/UM, while the constant B (in fact 
B~m) describes the slope of the CD versus UC/UM curve at the 
origin (zero UC/UM). Values of A and B found from the data 
from Gartshore et al., Tillman and Jen, and the present tests 
are given in Table 1 along with a composite constant K, which 
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Fig. 4 Discharge coefficient variation with local velocity ratio 

Table 1 Values of A, B, K describing measured discharge 
variations 

Authors 

Tillman and Jen 
Gartshore et al. 
Present tests 

A 

2.0 
2.5 
2.2 

B 

0.20 
0.23 
0.32 

Blockage 
Ratio 

33% 
5% 
7% 

K 

0.49 
0.31 
0.31 

Notes: K is the value of M„ below which no flow would be expected from the 
holes at ± 15 deg, and is calculated from Eq. (A6). Appropriate values of CP1 
and Cpl must be used in the calculation of K, and these vary significantly with 
position on the cylinder and with blockage ratio. Hole Reynolds numbers vary 
widely in tests for which Uc approaches zero and the average values of A and 
B in the table are necessarily somewhat approximate because they include such 
large Reynolds number changes. 

0.8 

0.6 
_M15 
M44 

0.4 

* A UBC,Re=3390,Staggered 
• UBC,Re=850 
A UBC,Re=1690 
V UBC,Re=3390 
D Han,Re=2880 
I Han,Re=5760 
•# Han,Re=8640 
O Mick&Mayle,Re=3800 
y Mick&Mayle,Re=6400 
_l_ Mick&Mayle,Re=9700 
— Empirical (Equation A6) 

0 0.2 0.4 0.6 0.8 1 1.2 

Fig. 5 Ratio of discharge flow rates from the two rows of coolant holes 

Z/d 

4 6 
X/d 

Fig. 6(a) M„ = 0.40 

describes the mass flow division between any two holes fed 
from a common plenum (see appendix). 

The ratio of volume flow rates between the two rows of 
holes is shown in Fig. 5. Both the variation predicted by the 
analysis of the appendix and the measured ratios of Q15/Q44 
are shown, the predictions being based upon values of CD 
measured from the present model. Good agreement can be 
seen between the measured and predicted values of flow rate 
division. 

Figure 5 shows that, for an average mass flow ratio M„ 
between 0.3 and 0.4, the discharge from the holes at 15 deg 
drops to zero. This could be very dangerous as the critical 
region near the stagnation line is then completely unprotected. 

The flow division reported by Mick and Mayle for their 
study is also shown on Fig. 5 and differs from the present 
measurements at low M„. In order to determine 
whether this difference could be due to the difference in ge
ometry between the present model and that of Mick and Mayle, 
a new model was constructed for the present tests that more 
exactly duplicates Mick and Mayle's model: The new model 
has holes at ± 15 deg which are staggered with respect to each 
other, and holes at ±44 deg which are also staggered with 
respect to adjacent rows. As shown in Fig. 5, measurements 
of the flow division between the two rows of holes in the new 
model gave values of flow rate Q15/244, which were essentially 
the same as those from the previous model despite the change 
in geometry. Therefore, the discrepancies in mass flow division 
between present and previous work cannot be attributed to the 
differences in hole location. A small difference in geometry 
or Reynolds number may promote or suppress transition in 
the holes, and may therefore give changes in CD, as noted by 
Tillman and Jen. This may be responsible for the observed 
differences in flow rate between the two different studies, since 

Z/d 

8 10 
X/d 

Fig. 6(/>) M„ = 0.64 

Fig. 6 

8 10 
X/d 

Fig. 6(c) M„ = 0.97 

Contours of iso-effectiveness for Rec = 3400 
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Fig. 7 Spanwise averaged effectiveness at Re„ = 3400 

strong Reynolds number effects were noted in the present stud
ies (see Section 3.3). 

3.2 Film Cooling Effectiveness Variations With Mass Flux 
Ratio. From the measurements described in Section 2.3, at 
locations shown in Fig. 3, contours of equal effectiveness have 

0.8 

0.6 

T) 0.4 

0.2 

• Mick & Mayle 
A UBC 

Fig. 8(a) x = 2.5d 

0.8 

0.6 

Tl 0.4 

0.2 

• Mick & Mayle 
A UBC 

0.2 0.4 0.6 0.8 

Fig. 8(d) x = 5.0d 
Fig. 8 Spanwise-averaged effectiveness at one location versus M„ 

been constructed for each M„. Typical results are shown in 
Fig. 6 for various values of M„ and for one coolant hole 
Reynolds number Rec defined as (Ucd/v). 

At M„ = 0.4, there is practically no coolant emerging from 
the 15 deg holes and therefore very little cooling effect between 
the two rows of holes. As M„ increases to 0.64, the cooling 
effect increases and the spanwise motion of the coolant from 
the first row of holes increases also. At M„ = 0.97, the coolant 
from the first row of holes blows directly over the holes of the 
second row, surely an undesirable pattern. The placement of 
the holes is worth reconsidering, based on this observation; a 
much better coverage could be obtained if the flow was directed 
from the first row to a place between the holes of the second 
row, and this could be done by moving the second row of 
holes to different spanwise positions. These observations con
firm those made earlier by Mick and Mayle. 

The spanwise-averaged film cooling effectiveness defined by 
rj= l/4d jod r\dZ is shown in Fig. 7 for the same mass flow 
ratios M„ as in Fig. 6. In every case, the region occupied by 
the hole exits has been omitted from the integral and the av
erage since measured values of i\ in the hole are not thought 
to be particularly meaningful. This follows the procedure 
adopted by Mick and Mayle. Values of rj measured by Mick 
and Mayle in their staggered geometry are also shown for 
comparison. Data designated UBC 1 and UBC 2 demonstrate 
repeatability over two different wind tunnel tests. 
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Fig. 9 Variations of spanwise-averaged effectiveness for various M„ 

Agreement between Mick and Mayle's results and the present 
measurements is poor at Moo = 0,4, somewhat improved at 
Moo = 0.64, and quite good at Moo = 0.97. Values of rj are, 
however, quite low at the higher mass flow ratios, those typ
ically used for film cooling of the leading edge. High Moo values 
are also well removed from the dangerous possibility of zero 
flow from the leading edge holes. 

In Fig. 8, spanwise-averaged effectiveness is plotted at two 
locations (x = 2.5tf and 5.0c?) for various values of M„. Both 
graphs exhibit a very abrupt variation of rj with Moo, showing 
that the present cooling scheme is not robust around Ma, = 0.45. 
Although high values of rj occur near this mass flow ratio, the 
decrease in rj is very dramatic for neighboring values of M„, 
suggesting impractically sensitive coolant requirements for high 
rj. It was thought that transition and/or separation and reat
tachment might be responsible for the abrupt variations of rj 
seen in Fig. 8, and the effect of Reynolds number Rec was 
therefore investigated. 

3.3 Effects of Reynolds Number. To investigate the ef
fect of Reynolds number on film cooling effectiveness, the 
mass flux ratio M„ was held constant while varying the value 
of Rec. This necessitated a variation in both total mass flow 
rate and free-stream velocity such that the ratio M» remained 
constant. 

Typical results are shown in Fig. 9 where spanwise-averaged 
effectiveness rj is plotted against x/d for various M» and Rec. 
At Mo„ = 0.4, the effect of Rec is very dramatic. This may 
partially explain the differences observed between Mick and 
Mayle's results and the present measurements even though both 
were at essentially the same values of Rec. Such strong Reynolds 
number effects would suggest great sensitivity of results to 
slight differences in experimental arrangements: different sur
face roughnesses, different turbulence levels in the coolant 
holes, etc. It is likely that laminar flow could be maintained 
at low Reynolds numbers, but the transition would occur at 
higher Rec. The state of the flow was briefly investigated with 
a hot wire placed just downstream of the 15 deg coolant hole. 
Laminar flow with a clear dominant frequency was seen for 
Moo = 0.45 at low Rec, suggesting either an acoustic or shear 
layer instability structure. The structure observed with the hot 
wire was not studied in detail, but the dominant frequency 
involved did not change with Rec, which suggests an acoustic 
rather than velocity dependent origin. At higher Rec or higher 
Moo, turbulence was evident in the signal, supporting the tran
sition ideas outlined above. 

Weak Reynolds number dependence was observed at higher 
Moo, with little effect being seen at M» = 0.97. At this high 
value of Moo, there is little sensitivity of results to the difference 
in apparatus between Mick and Mayle and the present exper-
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iments, and therefore little difference in the variation of 17, as 
seen in Fig. 7(c). 

4 Conclusions 
Measurements of discharge coefficients, flow rates, and film 

cooling effectiveness for simulated showerhead cooling have 
shown the following: 

1 Rapid changes in the flow rate from holes near the leading 
edge can occur at lower overall mass flux ratios. This can lead 
to a complete shutoff of flow from the first row of holes, 
which could seriously endanger the cooling of the leading edge 
of a blade. For this reason, low overall mass flux ratios should 
be avoided for all cooling systems in which several rows of 
holes are fed from a common plenum. 

2 Measured effectiveness values are highest at low mass flux 
ratios (about M„ = 0.45) but decrease abruptly with both in
creasing or decreasing M„, This sensitivity to Mm is undesir
able, since a slight variation in Mx could result in a large 
change in film cooling effectiveness. A more robust behavior 
is associated with higher Mm, but here the values of TJ are much 
lower. 

3 The coolant flow has a span wise inclination at high M„, 
which directs the coolant ejected from the first row of holes 
toward the holes of the second row. This is therefore an in
efficient arrangement and the relative positions of holes in the 
two rows need to be reconsidered. This confirms previous 
observations of Mick and Mayle. 

4 One can conclude overall that the present arrangement of 
coolant holes has a poor performance: at low Mx the effec
tiveness is critically sensitive to Rec and Ma and is not robust; 
at high Mo,, the effectiveness is low. Alternate designs should 
be investigated to obtain higher overall cooling at the high 
mass flux ratios, which are necessary to avoid cutoff of flow 
from the front holes, and to obtain more uniform cooling over 
a wide range of mass flux ratios. 
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A P P E N D I X 

Mass Flow From Coolant Holes Located Near the Stag
nation Line 

Nomenclature 
Uc = ejection velocity of coolant 

P<x, Ua, = free-stream static pressure, and velocity 
PM = static pressure on the cylinder surface at an an

gle 6 from stagnation in the absence of blowing 
UM = velocity (outside any boundary layer) at angle 6 

around the cylinder in the absence of blowing 
Pp = total pressure in the plenum 

Subscripts 1 or 2 refer to holes located at 15 deg (Hole 1) 
or 44 deg (Hole 2), where the angles are measured from the 
stagnation line at the leading edge of the cylindrical nose. 

We define the "discharge coefficient" to be: 

Cn 
(pUc) MEASURED (Uc) MEASURED 

l(pUc)]mBAL (Uch 
(Al) 

where "ideal" discharge velocity would be found, for the pres
ent incompressible experiments, from Bernoulli's equation ap
plied between the plenum (total pressure Pp) and the external 
pressure at the exit (in the absence of blowing) PM. 

Then: 

1 2 
Pp - PM + ~ P ( Uc ) IDEAL 

so that: 

Cn = 
Ur 

(PP-PM) 

The discharge coefficient would be defined using an isentropic 
relationship for (p£/) IDEAL if the flow were compressible. A 
different definition of terms was used by Gartshore et al. where 
values of blowing efficiency for a similar geometry are reported 
in terms of a different' 'discharge coefficient,'' which is defined 
as the inverse square of the present CD. 

It is worth noting that CD is equal to 1 only if no losses are 
present and if there is no external flow at the exit (UM=0). 
Inviscid, ideal flow simulations confirm that CD is less than 1 
if UM>0 (Ainslie, 1991). In the limit, Cr> approaches zero if 
UM/UC becomes very large. 

The mass flow coefficient M in this incompressible flow is 
simply the velocity ratio: 

M = — 

and an overall mass flow coefficient M„ describing the average 
mass flow from Holes 1 and 2 is: 

M„ = 
2C/„ 

The usual definition of pressure coefficient Cp is: 

PM~ POO 
cP=- 1 

;pUi 
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A plenum pressure coefficient Cpp can be defined in a similar 
way as: 

P -P 
r -tie. tjt 

From these definitions, CD can be written in terms of mass 
flow and pressure coefficients as: 

M 
CD = 

V ^~-pp ' (-sp 

(A2) 

Subscripts on CD, M and Cp would identify Hole 1 or Hole 2. 
Gartshore et al. measured CD values for a geometry similar to 
that used here and correlated their results using an expression 
of the form: 

1 UK 

Cl \UC) M1 (A3) 

From Eqs. (A2) and (A3): 

Cpp - Cp B{\ - Cp) 

Ml - = A + 
Ml 

or 
CPP = AM2 + B(l-Cp) + Cp 

Since Cpp is the same for Holes 1 and 2, with the common 
plenum, 

AMf + BO -Cn)+ CPl =AMl + B(\ - CP2) + CP2 

or (A4) 

A(MJ-M2
l)+(i-B)(CP2-Cpl)=0 

Mi and M2 are related to MK by the expression: 

Using this definition, Eq. (A4) can be written as: 

(Cpl-Cp,)(l-B) 
M,=Ma 44M* 

(A5) 

or as: 

where 

M2~Ml + K2 

K2jCpl-C„Kl-B) 

(A6) 

AA 

The important limiting condition for which no flow would 
be expected through Hole 1 would be given by: 

MX = K for Afi = 0. (A7) 

For the present data, measurements show that: 

CPl at 0, = 15 degis0.75 

CP2 at (?2 = 44 deg is - 0 . 5 

For the Mick and Mayle data, which has about 30 percent 
blockage, the values of Cp can be found from Bellows and 
Mayle to be: 

CPl at 6»i = 15 deg is 0.72 

CP2 at 02 = 44 deg is -1 .60 

Values of A and B for Eqs. (A3) or (A6) can be found from 
the data reported by Gartshore et al. (denoted GSRD) or by 
Tillman and Jen (TJ), both of whom used geometries very 
similar to the present arrangement (see Fig. 5 of TJ's paper). 
Taking due account of the high blockage ratio in the TJ case, 
their data are well fitted by a curve of the form of Eq. (A3) 
with ,4 =2 and £ = 0.18. GSRD suggest .4 = 2.5 andfi = 0.23. 
Differences in these values are not surprising; hole length, hole 
entrance shape, internal crossflow, Reynolds number, and hole 
exit curvature would all affect A and B, as noted in the dis
cussion of Tillman and Jen. Values of CD measured in the 
present model are well described using A = 2.2, B = 0.32. These 
values are summarized in Table 1 and the data is shown in 
Fig. 4 of this paper. 

A curve of the form of Eq. (A6) using K=0.31 describes 
the present data quite well as shown in Fig. 5 of this paper. 
We conclude that the present simple analysis, when used with 
appropriate discharge coefficient constants A and B, gives a 
good description of the division of flow between sets of holes 
fed from the same plenum but located in different pressure 
fields or in different crossflows. 
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Interactions Between Embedded 
Vortices and Injectant From Film 
Cooling Holes With Compound 
Angle Orientations in a Turbulent 
Boundary Layer 
Experimental results are presented that describe the effects of embedded, longitudinal 
vortices on heat transfer and film injectant downstream of two staggered rows of 
film cooling holes with compound angle orientations. Holes are oriented so that 
their angles with respect to the test surface are 30 deg in a spanwise/normal plane 
projection, and 35 deg in a streamwise/'normal plane projection. A blowing ratio 
of 0.5, nondimensional injection temperature parameter d of about 1.5, and free-
stream velocity of 10 m/s are employed. Injection hole diameter is 0.945 cm to give 
a ratio of vortex core diameter to hole diameter of 1.6-1.67 just downstream of the 
injection holes (x/d = 10.2). At the same location, vortex circulation magnitudes 
range from 0.15 m2/s to 0.18 m2/s. By changing the sign of the angle of attack of 
the half-delta wings used to generate the vortices, vortices are produced that rotate 
either clockwise or counterclockwise when viewed looking downstream in spanwise/ 
normal planes. The most important conclusion is that local heat transfer and injectant 
distributions are strongly affected by the longitudinal embedded vortices, including 
their directions of rotation and their spanwise positions with respect to film injection 
holes. Differences resulting from vortex rotation are due to secondary flow vectors, 
especially beneath vortex cores, which are in different directions with respect to the 
spanwise velocity components of injectant after it exits the holes. When secondary 
flow vectors near the wall are in the same direction as the spanwise components of 
the injectant velocity {clockwise rotating vortices R0-R4), the film injectant is more 
readily swept beneath vortex cores and into vortex upwash regions than for the 
opposite situation in which near-wall secondary flow vectors are opposite to the 
spanwise components of the injectant velocity (counter-clockwise rotating vortices 
L0-L4). Consequently, higher St/St0 are present over larger portions of the test 
surface with vortices R0-R4 than with vortices L0-L4. These disruptions to the 
injectant and heat transfer from the vortices are different from the disruptions that 
result when similar vortices interact with injectant from holes with simple angle 
orientations. Surveys of streamwise mean velocity, secondary flow vectors, total 
pressure, and streamwise mean vorticity are also presented that further substantiate 
these findings. 

Introduction 
Accounting for the presence of embedded longitudinal vor

tices is important for the design of cooling schemes for turbine 
blades and turbine endwalls. This is because embedded vortices 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-199. Associate Technical 
Editor: L. S. Langston. 

are abundant in the passages between turbine blades. In ad
dition, their presence results in significant perturbations to 
distributions of film coolant along with the accompanying 
thermal protection. Of importance are the magnitudes of per
turbations to wall heat transfer and injectant distributions 
resulting from the interactions between the vortices and the 
film coolant, as illustrated by a number of recent studies. These 
include investigations of the interactions of embedded vortices 
with film injection from slots (Blair,, 1974), with film injection 
from rows of holes (Goldstein and Chen, 1985, 1987; Ligrani 
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et al., 1989a, 1991), as well as with film injectant from a single 
hole (Ligrani and Williams, 1990). According to Ligrani et al. 
(1991), the complicated nature of these physical situations re
sults because of the dependence of local heat transfer and 
injection distributions on vortex strength, vortex size, and vor
tex location relative to a vast array of film cooling injection 
rates, hole sizes, geometries, and configurations. 

Experimental studies of the interactions of embedded vor
tices and film cooling are scarce. Of earlier studies, Blair (1974) 
reports heat transfer distributions measured on an endwall 
film-cooled using a slot inclined at a 30 deg angle. The large 
vortex located in the corner between the endwall and the suction 
surface of their cascade was believed to cause significant var
iations of measured heat transfer and film cooling effective
ness. Nicolas and LeMeur (1974), Folayan and Whitelaw (1976), 
and Mayle et al. (1977) all focus on the effects of wall curvature, 
as well as the resulting arrays of vortex pairs, on the perform
ance of film cooling over turbine blades. Goldstein and Chen 
(1985, 1987) describe results from a study on the influence of 
flows originating near the endwall on blade film cooling from 
one and two rows of holes. A triangular region is described 
that exists on the convex side of the blade where coolant was 
swept away from the surface by the passage vortex. 

Ligrani et al. (1989a) describe the influences of embedded 
longitudinal vortices on film cooling from a single row of film 
cooling holes in a turbulent boundary layer. In that study, 
each hole is inclined at an angle of 30 deg with respect to the 
test surface, and spaced three hole diameters from neighboring 
holes. Surface heat transfer distributions, mean velocities, and 
mean temperatures show that film coolant is greatly disturbed 
and local Stanton numbers are altered significantly by the 
secondary flows within vortices. To clarify further the inter
actions between vortices and wall jets, Ligrani and Williams 
(1990) examined the effects of an embedded vortex on injectant 
from a single film-cooling hole in a turbulent boundary layer. 
Attention is focused on the effect of spanwise position of the 
vortices with respect to film injection holes. The main con
clusion is that injection hole centerlines must be at least 2.9-
3.4 vortex core diameters away from the vortex center in the 
lateral direction to avoid significant alterations to wall heat 
transfer and distributions of film coolant. Ligrani et al. (1991) 
then considered the influences of vortex strength on heat trans
fer and injectant distributions downstream of a single row of 
holes having the same geometry employed by Ligrani et al. 
(1989a). In Ligrani et al. (1991), a variety of vortex strengths 
are considered, with circulations as large as 0.150 m2/s. One 
of the most important conclusions from this study is that 
magnitudes of perturbations to injectant distributions are de
pendent upon the ratio of vortex circulation to injection ve
locity times hole diameter (S = T/Ucd), and the ratioof vortex 
circulation to injection velocity times vortex core diameter (SI 
= T/Uc 2c). 

Of existing studies that focus on interactions between the 
vortices and injectant from one or more holes, hole geometries 

in all cases are oriented with simple angles. Simple angle in
jection refers to situations in which the film is injected from 
holes inclined to the test surface such that injectant is issued 
from the holes at an angle with respect to the test surface when 
viewed in the streamwise/normal plane, but approximately in 
the direction of the mainstream flow when viewed in the 
stream wise/span wise plane. 

More recently, gas turbine components include film holes 
with compound.angle orientations, which are believed to pro
duce injectant distributions over surfaces giving better pro
tection and higher film effectivenesses than injectant from 
holes with simple angle orientations. Compound angle ori
entations are ones in which the film is injected with holes 
inclined to the test surface such that the injectant is issued with 
a spanwise velocity component relative to the mainstream flow 
(when viewed in the stream wise/span wise plane). Conse
quently, interactions between vortices and film injection from 
holes with compound angle orientations are important because: 
(1) Compound angle holes are now quite common on gas 
turbine components, and (2) the interactions are different from 
ones existing when simple angle holes are employed. To the 
best of the authors' knowledge, no data are available in the 
archival literature on heat transfer and boundary layer be
havior downstream of film cooling holes with compound angle 
orientations when the injectant interacts with embedded lon
gitudinal vortices. Thus, the purpose of the present study is 
to provide new physical understanding of such interactions. 

The present study is therefore different from Ligrani et al. 
(1989a, 1991) and Ligrani and Williams (1990) because inter
actions between the vortices and injectant from film holes with 
compound angle configurations, instead of simple angle con
figurations, are considered. Heat transfer, mean velocity com
ponents, and injection distributions are measured downstream 
of two staggered rows of injection holes with compound angle 
geometry with a blowing ratio of 0.5. Both clockwise rotating 
vortices and counterclockwise rotating vortices are employed, 
where vortex orientations are given as the vortices are viewed 
in span wise/normal planes looking downstream. The direction 
of rotation of the vortices is important because rotation di
rection changes result in sign changes to the direction of sec
ondary flow vectors near the wall beneath vortex cores. These 
are then opposed to or coincident with the spanwise velocity 
components of the injectant. Vortices are generated using half-
delta wings placed on the wind tunnel test surface. The direc
tion of vortex rotation is changed by altering the angle of delta 
wings with respect to the streamwise direction, and vortex 
spanwise positions with respect to the film injection holes are 
altered by changing the spanwise positions of the vortex gen
erators. 

Experimental Apparatus and Procedures 

Wind Tunnel and Coordinate System. The wind tunnel is 
the same one used in the experiments of Ligrani et al. (1989a, 

Nomenclature 

A = 

c 
CP 
d 

m 
S 

S\ = 

St = 

vortex generator delta wing 
angle of attack 
average vortex core radius 
specific heat 
injection hole diameter 
blowing ratio = pcUc/pooU„, 
nondimensional circulation = 
T/Ucd 
nondimensional circulation = 
T/Uc 2 c 
Stanton number with vortex 
and film injection 

St0 = baseline Stanton number, no 
vortex, no film injection 

St/ = Stanton number with film in
jection and ho vortex 

T = static temperature 
U = mean velocity 

X, x = streamwise distance 
Y = distance normal to the surface 
Z = spanwise distance from test 

surface centerline 
T = circulation of streamwise vor-

ticity 
9 = nondimensional injection tem

perature = (Trc - Trm)/(TW 

- Tr,a) 
£ = unheated starting length 
p = density 

Subscripts 
c = injectant at exits of injection 

holes 
r = recovery condition 

w = wall 
y = normal component 
z = spanwise component 

oo = free-stream 
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Fig. 1 Schematic of wind tunnel test section 

1991). The facility is open-circuit and subsonic. A centrifugal 
blower is located at the upstream end, followed by a diffuser, 
a header containing a honeycomb and three screens, and then 
a 16-to-l contraction ratio nozzle. The nozzle leads to the test 
section, which is a rectangular duct 3.05 m long and 0.61 m 
wide, with a topwall having adjustable height to permit changes 
in the stream wise pressure gradient. 

A schematic showing the test section and coordinate system 
is presented in Fig. 1. The vortex generator base plate is shown 
to be located 0.48 m downstream of the boundary layer trip. 
The left edge of this base plate (looking downstream) is the 
base edge referred to in Table 1 as a location reference line. 
The downstream edge of the injection holes is then 0.584 m 
farther downstream from this base plate. The surface used for 
heat transfer measurements is then located a short distance 
farther downstream. With this surface at elevated temperature, 
an unheated starting length of 1.077 m exists, and the direction 
of heat transfer is then from the wall to the gas. Thermocouple 
row locations along the test surface are also labeled in Fig. 1. 
In regard to the coordinate system, Z is the spanwise coordinate 
measured from the test section centerline, Xis measured from 
the upstream edge of the boundary layer trip, and Fis measured 
normal to the test surface, xis measured from the downstream 
edge of the injection holes and generally presented as x/d. 

Injection System. The injection system is described by Lig-
rani et al. (1989a, 1991). Air for the injection system originates 
in a 1.5 hp DR513 Rotron Blower capable of producing 30 
cfm at 2.5 psig. From the blower, air flows through a regulating 
valve, a Fisher and Porter rotometer, a diffuser, and finally 
into the injection heat exchanger and plenum chamber. The 
exchanger provides means to heat the injectant above ambient 
temperature. With this system and test plate heating, the non-
dimensional injection temperature parameter 6 was maintained 
at about 1.5 for all tests to maintain conditions similar to ones 
existing in gas turbine components. The plenum connects to 
13 plexiglass tubes, each 8 cm long with a length/diameter 
ratio of 8.4. With no vortex present, boundary layer displace
ment thickness at the injection location is 0.2&d. 

Injection system performance was checked by measuring 
discharge coefficients which compared favorably with earlier 
measurements. Procedures to measure discharge coefficients 
and blowing ratios are described by Ligrani et al. (1989a). 

Experimental Approach. In order to isolate the interac
tions between film injectant and the vortices embedded in 
turbulent boundary layers, measurements are made on a flat 
plate in a zero pressure gradient. Wind tunnel speed is 10 m/ 
s, and temperature differences are maintained at levels less 
than 30°C so that viscous dissipation is negligible and fluid 
properties are maintained approximately constant. With this 

Table 1 Spanwise positions of the vortices and vortex generators 

Spanwise location of the Centerline infection Vortex center z 
Vortex vortex generator baseplate hole location with . spanwise locations 
Label reference line, a (cm! affia tsspect to the vortices at xftH0,2, 

R0 0.0 0.00 Beneath downwash -3.05 (-3.05") 
R1 1.8 0.24 Beneath downwash & core -1.25 
R2 3.6 0.49 Beneath upwash & core 0.55 
R3 5.4 0.73 Beneath upwash 2.35 
R4 7.2 0.98 Beneath side of upwash 4.15(4.06*) 
L0 0.0 0.00 Beneath downwash 2.54(2.54") 
L1 -1.8 -0.24 Beneath downwash & core 0.74 
L2 -3.6 • -0 .49 Beneath upwash S core -1.06 
L3 -5.4 -0 .73 Beneath upwash -2 .86 
L4 -7.2 -0.96 Beneath side of upwash -4 .66 ( -5 .06 " ) 

Determined from vorticity survey measurements. 

approach, many of the other effects present in high-temper
ature engines are not present (curvature, high free-stream tur
bulence, variable properties, stator/blade wake interactions, 
shock waves, compressibility, rotation, etc.) since these may 
obscure and complicate the interaction of interest. 

Detailed measurements are made in spanwise planes at dif
ferent streamwise locations in order to elucidate the devel
opment and evolution of flow behavior. In order to match the 
experimental conditions found in many practical applications, 
the boundary layer, embedded vortices, and wall injection are 
all turbulent. 

Mean Velocity Components. Three mean velocity com
ponents were measured using a five-hole pressure probe with 
a conical tip manufactured by United Sensors Corporation. 
Celesco transducers and Carrier Demodulators are used to 
sense pressures when connected to probe output ports. Fol
lowing Ligrani et al. (1989b), corrections were made to account 
for spatial resolution and downwash velocity effects. The same 
automated traverse used for injectant surveys was used to 
obtain surveys of secondary flow vectors, from which mean 
streamwise vorticity contours were calculated. These devices, 
the measurement procedures employed, as well as data ac
quisition equipment and procedures used are further detailed 
by Ligrani et al. (1989a, 1989c). 

Stanton Number Measurements. Details on measurement 
of local Stanton numbers are given by Ortiz (1987), Bishop 
(1990), and Ligrani et al. (1989a, 1991). An overview of these 
procedures is repeated here for completeness. 

The heat transfer surface is designed to provide a constant 
heat flux over its area. The surface next to the airstream is 
stainless steel foil painted flat black. Immediately beneath this 
is a liner containing 126 thermocouples, which is just above 
an Electrofilm Corp. etched foil heater rated at 120 volts and 
1500 watts. Located below the heater are several layers of 
insulating materials including Lexan sheets, foam insulation, 
styrofoam, and balsa wood. Surface temperature levels and 
convective heat transfer rates are controlled by adjusting power 
into the heater using a Standard Electric Co. Variac, type 
3000B. To determine the heat loss by conduction, an energy 
balance was performed. Radiation losses from the top of the 
test surface were analytically estimated. The thermal contact 
resistance between thermocouples and the foil top surface was 
estimated on the basis of outputs of the thermocouples and 
measurements from calibrated liquid crystals on the surface 
of'the foil. This difference was then correlated as a function 
of heat flux through the foil. The convective heat flux q and 
surface temperature Tw are then used to determine Stanton 
numbers using St = q/((Tw - Tr:?0) Pa> Ua Cp). 

After the surface was completed, a variety of qualification 
tests were conducted to check its performance. These are de
scribed in detail by Ortiz (1987). 

Mean Temperature Measurements. Copper-constantan 
thermocouples were used to measure temperatures along the 
surface of the test plate, the free-stream temperature, as well 

82/Vo l . 116, JANUARY 1994 Transactions of the AS ME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



St 

0.004 

0.002 

0.000 

-

-

-

-

J 
\ \\ Kays 

\A and 
\Vi Crawford 
\ \ . (1980) 

Baseline' fwss-s-gt 

Baseline (Bishop, 1990) 

1 , 1 , 1 , 1 , 

Constant Heat Flux Surface 

7.0x10" 9.8x10 

Re 

1.3x10 
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Fig. 3 Injection hole arrangement along the test surface to show com
pound angle film cooling hole geometry 

coefficient, and heat transfer area, 10.5 W (270 W), 1.03 W/ 
m2 K (24.2 W/m2K), and 0.0065 m2 (0.558 m2) are typical 
uncertainties. The uncertainties of St, St/StD, m, and x/d are 
0.000086 (0.00196), 0.058 (1.05), 0.025 (0.50), and 0.36 (41.9). 

In percentages, uncertainties of these quantities are as fol
lows: free-stream recovery temperature: 0.7, wall temperature: 
0.5, free-stream density: 0.7, free-stream velocity: 0.6, specific 
heat: 0.1, convective heat transfer: 3.9, heat transfer coeffi
cient: 4.3, heat transfer area: 1.2, St: 4.4, St/St0: 5.5, in: 5.0, 
and x/d: 0.9. 

as temperature distributions correlated to injection distribu
tions. For the distributions, a thermocouple was traversed over 
spanwise/normal planes (800 probe locations) using an au
tomated two-dimensional traversing system, which could be 
placed at different streamwise locations. Ligrani et al. (1989a, 
1991) give additional details including procedures used for 
calibration. 

Baseline Data Checks. Baseline data with no film injection 
already exist for similar test conditions (Ligrani et al., 1989a). 
Figure 2 shows that repeated measurements of spanwise-av
eraged Stanton numbers show good agreement (maximum de
viation is 5 percent) with the correlation from Kays and 
Crawford (1980) for turbulent heat transfer to a flat plate with 
unheated starting length and constant heat flux boundary con
dition. Also included on this figure are results from Bishop 
(1990), which also show good agreement with the correlation 
of Kays and Crawford (1980). Local and spanwise-averaged 
Stanton numbers with injection at a blowing ratio of 0.5 (and 
no vortex) also show agreement with earlier results (Ligrani et 
al., 1989a). Further checks on measurement apparatus and 
procedures were made by measuring spatial variations of Stan
ton numbers along the test surface with different strength 
vortices (and no injection). These data are also consistent with 
other results in the literature (Ligrani et al., 1989a, 1991). 

Experimental Uncertainties. Uncertainty analysis details 
are given by Ligrani et al. (1991). Uncertainty estimates are 
based upon 95 percent confidence levels, and determined fol
lowing procedures described by Kline and McClintock (1953) 
and Moffat (1982). Typical nominal values of free-stream re
covery temperature and wall temperature are 18.0 and 40.0°C, 
with respective uncertainties of 0.13 and 0.21 °C. The free-
stream density, free-stream velocity and specific heat uncer
tainties are 0.009 kg/m3 (1.23 kg/m3), 0.06 m/s (10.0 m/s) 
and 1 J/kgK (1006 J/kgK), where typical nominal values are 
given in parentheses. For convective heat transfer, heat transfer 

Injection Hole Arrangement 
A schematic showing the compound angle film hole ge

ometry along the test surface is shown in Fig. 3. Here, holes 
are arranged in two rows, which are staggered with respect to 
each other, with spanwise spacings between adjacent holes of 
3.9d. This spanwise spacing was chosen to allow sufficient 
space between adjacent injection holes as the spanwise loca
tions of vortices are changed. The distance between two ad
jacent holes in the same row (7.8d) is equivalent to 4.7-4.9 
vortex core diameters (as measured at x/d = 10.2). Deter
minations of vortex core sizes are discussed in the next section. 
Figure 3 also shows that centerlines of holes in separate rows 
are separated by 5.2d in the streamwise direction. Each row 
of holes contains five injection cooling holes with a nominal 
inside diameter of 0.945 cm. The centerline of the middle hole 
of the downstream row is located on the spanwise centerline 
(Z = 0.0 cm) of the test surface. The compound angle holes 
are employed with fi = 35 deg and 13 = 30 deg, where fi is 
the angle of the injection holes with respect to the test surface 
as projected into the streamwise/normal plane, and (3 is the 
angle of the injection holes with respect to the test surface as 
projected into the spanwise/normal plane. The plane of each 
injection hole is angled at 50.5 deg from the streamwise/normal 
(X-Y) plane. Within the plane of each hole, hole centerlines 
are oriented at angles of 24 deg from the plane of the test 
surface (X-Z). 

Generation and Control of Vortex Characteristics 
The devices used to generate the vortices are shown in Fig. 

4. In the present study, vortices are generated that rotate clock
wise and counterclockwise when viewed in spanwise/normal 
planes. In each case, each vortex generator is a half-delta wing 
with 3.2 cm height and 7.6 cm base. Each wing is attached to 
a base plate, which is moved in the spanwise direction to 
produce vortices with different spanwise locations with respect 
to the film cooling holes. Delta wing arrangements used to 
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produce clockwise-rotating vortices R0-R4 and counterclock
wise rotating vortices L0-L4 are shown in Fig. 4. The differ
ences in the direction of vortex rotation result due to different 
delta wing placement on the baseplates relative to the main
stream flow direction. 

With half-delta wing generators, vortices are produced with 
secondary flow vectors such as the ones shown in Figs. 5(a) 
and 5(b). In the first of these figures, the positions of the 
clockwise-rotating vortices R0-R4 are shown with respect to 
the film cooling hole locations. In the second figure, the po
sitions of the counterclockwise rotating vortices L0-L4 are 
shown with respect to the film cooling hole locations. Large 
arrows denote the spanwise locations of holes in the down
stream row and small arrows denote the spanwise locations of 
holes in the upstream row. The centerline of the central in
jection hole (hereafter referred to as the central hole) in the 
downstream row is located at Z = 0.0 cm. Secondary flow 
vectors in Figs. 5(a) and 5(b) were measured within vortices 
RO and LO, respectively, just downstream of the injection holes 
at x/d = 10.2. The horizontal axis is then shifted in these 
figures so that the centerline of the central hole is appropriately 
oriented with respect to vortex centers for all vortices. 

Table 1 provides a tabulation of the spanwise positions of 
vortices R0-R4 and vortices L0-L4, as well as the vortex gen
erators used to produce them. This includes information on 
the spanwise locations of vortex generator baseplates, and the 
locations of the central hole with respect to the vortices. The 
spanwise spacing between vortices R0 and Rl (as well as be
tween vortices Rl and R2, R2 and R3, LO and LI, LI and L2, 
etc.) is 1.8 cm or 24 percent of the spacing between two adjacent 
holes in the same row (2s = 7.8d). This is 1.14-1.18 times 2c, 
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Fig. 5 Film cooling injection locations with respect to vortex center 
and secondary flow vectors {xld = 10.2) (a) for vortices R0-R4, and (b) 
for vortices L0-L4. Each horizontal scale corresponds to a different 
vortex and different spanwise vortex position where Z = 0 corresponds 
to the centerline of the injection hole located on the wind tunnel cen
terline. 

or just greater than the size of one vortex core diameter, where 
vortex core radius is denoted c. The spanwise spacing between 
vortices RO and R4 and between vortices LO and L4 are both 
0.98 times 25, or just less than the spanwise spacing between 
two injection holes in the same row. Table 1 also includes 
estimated vortex center spanwise locations. These locations 
were also measured (at the locations of peak streamwise vor-
ticity) for vortices RO, R4, LO, and L4. Good agreement be
tween measured and estimated positions is evident for all four 
cases, with maximum deviation of 0.42 cm for vortex L4. 

At x/d = 10.2, vortex core radii, c, of vortices R0-R4 and 
vortices L0-L4 are equal to 0.76-0.79 cm. c is determined as 
one half of the sum of average core radii in the Y and Z 
directions (as measured from vortex centers). These radii are 
determined for the area that encompasses all vorticity values 
greater than or equal to 40 percent of peak vorticity (at the 
center) for a particular vortex. The choice of 40 percent was 
made to give a good match to core radii determined at the 
locations of maximum secondary flow vectors. The area en
closed by secondary flow maxima is important, because for 
ideal Rankine vortices, it corresponds to the ideal core, which 
contains all vorticity. Secondary flow vector maxima are not 
used to determine core size as this gives results that are less 
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Fig. 6 Spanwise variations of local Stanton number ratios at xld = 
33.1 with m = 0.5 film cooiing both with and without clockwise rotating 
vortices R0-R4. Free-stream velocity = 10 m/s. Vortex spanwise posi
tions and locations with respect to film injection holes are given in Table 
1. 

accurate than the 40 percent threshold approach. 2cId then 
gives the ratio of vortex core diameter to injection hole di
ameter. At x/d = 10.2, this quantity is then about 1.6-1.67 
for vortices R0-R4 as well as for vortices L0-L4. 

Referring to Fig. 5(a) and Table 1, with vortex R0, the central 
hole is located beneath the vortex downwash. With vortex Rl, 
the central hole is located beneath the vortex core near the 
downwash. Upwash regions of vortices R2 and R3 are located 
above the central hole, whereas vortex R4 passes injection 
locations such that the central hole lies to the side of the 
upwash. Vortices R0 and R4 are displaced a spanwise distance 
from each other, which about equals the spanwise spacing 
between two injection holes in the upstream row (7.8c?). Thus, 
even though these two vortices are at different positions with 
respect to the central hole, they are at about the same positions 
relative to the hole placement pattern in upstream and down
stream rows because of the spanwise periodicity of the injection 
hole locations. Consequently, spanwise variations of local heat 
transfer distributions are expected to be about the same for 
vortices R0 and R4 except for spanwise displacement of 7.8c? 
or 7.37 cm. 

In Fig. 5(b), it is evident that vortex LO is located so that 
its downwash passes above the central hole as it passes x/d = 
0.0. With vortex LI, the central hole is located beneath the 
vortex core near the downwash. Upwash regions of vortices 
L2 and L3 are located above the central hole, whereas vortex 
L4 passes injection locations such that the central hole lies to 
the side of the upwash. Compared to vortices R0-R4, vortices 
L0-L4 form a mirror image with respect to the Z axis. Just 
as for vortices R0 and R4, vortices L0 and L4 are displaced a 
spanwise distance from each other, which about equals the 
spanwise spacing between two injection holes in the upstream 
row (7.8c?). Thus, even though vortices L0 and L4 are at dif
ferent positions with respect to the central hole, they are at 
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Fig. 7 Mean temperature field showing distributions of film injectant 
with secondary flow vectors at xld = 45.8, with m = 0.5 film cooling 
and a free-stream velocity of 10 m/s. Data are given for clockwise rotating 
vortices R0-R4. Vortex spanwise positions and locations with respect 
to film injection holes are given in Table 1. 

about the same positions relative to the hole placement pattern. 
Consequently, local heat transfer distributions are expected to 
be about the same for vortices LO and L4 except for spanwise 
displacement of 7.8c? or 7.37 cm. 

Circulation magnitudes are calculated assuming that all vor-
ticity values less than a threshold are equal to zero. The same 
numerical threshold of 100. (1/s) is used throughout this paper, 
chosen arbitrarily. It is about equal to 11 percent of the max
imum vorticity of vortex RO at x/d = 10.2 with no injection 
(909.8 1/s). At x/d = 10.2, circulation magnitudes (with no 
film cooling) range from 0.171 m2/s to 0.177 m2/s for vortices 
R0-R4, and from 0.149 m2/s to 0.156 m2/s for vortices L0-
L4. Higher levels of vorticity evidence larger gradients of sec
ondary flow vectors as one moves away from the vortex center. 
As vortex circulation becomes larger, secondary flow velocities 
between the main vortex center and wall increase, and amounts 
of spanwise vortex drift increase as the vortices are convected 
downstream. 

With film injection at a blowing ratio of 0.5, parameter S 
(= T/Uc d) ranges from 3.62 to 3.75 for vortices R0-R4, and 
from 3.15 to 3.30 for vortices L0-L4. Parameter SI (= T/Uc 
2c) ranges from 2.19 to 2.24 for vortices R0-R4, and from 
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Fig. 9 Distributions of (a) secondary flow vectors, lb) streamwlse vor·
ticlty, lc) streamwise mean velocity, and lei) total pressure with vortex
R1 and film cooling at m = 0.5 as measured at xld = 45.8 with a free·
stream velocity of 10 m/s.

Fig.8 Photographs of flow along the test surface showing distributions
of injectant contaminated by fog fluid in streamwise/spanwise planes.
The bulk flow (or streamwise direction) is down the page, and the span·
wise direction is across the page. (a) No vortex and m '" 0.5 film cooling.
(b) Vortex R1 and m = 0.5 film cooling.

1.96 to 1.99 for vortices LO-L4. These two parameters give
measures of vortex strength relative to the injection velocity
from measurements at xld = 10.2 (Ligrani et a1., 1991). Ac
cording to Ligrani et a1. (1991), 8 values higher than 1-1.5
and 81 values higher than 0.7-1.0 produce situations with
simple angle film cooling in which injectant is swept into the
vortex upwash and above the vortex core by secondary flows.
In addition, local heat transfer measurements show evidence
of injectant beneath vortex cores and downwash regions near
the wall only for xld up to 17.4.

Heat Transfer and Injectant Distributions
In the discussion that follows, results with vortices RO-R4

are presented in Figs. 6-9, and results with vortices LO-L4 are
presented in Figs. 10 and 11. Information on the streamwise
development of local Stanton numbers with m = 0.5 film
cooling are presented in Fig. 12 for vortex RO and in Fig. 13
for vortex LO.

Heat Transfer and Injectant Distributions With Vortices RO
R4. Distributions of St/Sto as dependent upon spanwise co
ordinate Z are presented in Fig. 6. These data were measured
at xld = 33.1 (X = 1.377 m) with film injection from both
rows of holes at a blowing ratio m of 0.5 both with and without
longitudinal vortices RO-R4 embedded in the turbulent bound
ary layer.

Fig. 10 Spanwise variations of local Stanton number ratios at xld =
33.1 with m = 0.5 film cooling both with and without counterclockwise
rotating vortices LO-L4. Free·stream velocity = 10 m/s. Vortex spanwise
positions and locations with respect to film injection holes are given in
Table 1.

In the top portion of Fig. 6, St/Sto distributions are presented
for vortices RO and R4 along with St/Sto data obtained when
no vortices are present in the flow. Of the features on this
portion of Fig. 6, most apparent are the disturbances to local
St/Sto distributions that result from the vortices. This is ap
parent where St/Sto > StJIStoo which occurs for Z > -7 em
for vortex RO and for Z > 0 cm for vortex R4 as a consequence
of the proximity of vortex downwash regions to these parts of
the test surface. Here, St/Sto values are as high as 1.05 com
pared to StJISto values from 0.80 to 0.85, where the latter are
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Fig. 11 Mean temperature field showing distributions of film injectant 
with secondary flow vectors at xld = 45.8, with m = 0.5 film cooling 
and a free-stream velocity of 10 m/s. Data are given for counterclockwise 
rotating vortices L0-L4. Vortex spanwise positions and locations with 
respect to film injection holes are given in Table 1. 

measured when no vortices are present. Test surface locations 
beneath vortex upwash regions correspond to Z < - 7 cm for 
vortex RO and to Z < 0 cm for vortex R4. Here, St/St0 values 
are generally lower than the St//St0 distribution. 

The spanwise variations of local heat transfer are about the 
same for vortices RO and R4 except for spanwise displacement 
with respect to each other a distance of about 7.2 cm. This 
validates the measurement apparatus and procedures employed 
to obtain local heat transfer distributions. The small quanti
tative differences between the two curves that occur locally 
result because of the strong dependence of local heat transfer 
distributions on the positions of the embedded longitudinal 
vortices as they pass the injection holes, and the fact that the 
spanwise displacement between the two vortices is slightly less 
than 2s, the spanwise spacing between two adjacent holes in 
the downstream row. In this case the vortices are displaced 
from each other a distance of 7.2 cm or 98 percent of 2s (Table 
1). 

St/St0 distributions with vortices RO, Rl, R2, and R3 are 
presented in the bottom portion of Fig. 6. Here, significant 
quantitative and qualitative variations are seen as the spanwise 
locations of the vortices are changed. When the St/St0 distri
butions are compared to each other, significant changes to the 
shapes of local maxima as well as to surrounding heat transfer 
distributions are apparent. Such variations evidence compli
cated interactions as the vortices interact simultaneously with 
injectant from several injection holes. One important similarity 
caused by all four vortices is the sharp spanwise gradient of 
St/St0 apparent at Z from - 5 cm to 2 cm. As expected, this 
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Fig. 12 Streamwise development of Stanton number ratios with m = 
0.5 film cooling both with and without vortex RO. With this clockwise 
rotating vortex, the downwash passes over the central film cooling hole. 
Free-stream velocity = 10 m/s. 
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Fig. 13 Streamwise development of Stanton number ratios with m = 
0.5 film cooling both with and without vortex LO. With this counterclock
wise rotating vortex, the downwash passes over the central film cooling 
hole. Free-stream velocity = 10 m/s. 

gradient moves in the + Z direction as the spanwise locations 
of the vortices move in the +Z direction. Away from this 
gradient, St/St0 values approach St//St0 both as large Z and 
at small Z at locations where the influences of the embedded 
vortices become less important. The highest local St/St0 value 
occurs with vortex R2, which convects downstream so that its 
core and upwash region pass over the central injection hole at 
Z = 0 cm. This situation is similar to one observed by Ligrani 
et al. (1989a) for injection from holes with simple angle ori
entations. In that study, the greatest disturbances to injectant 
occur when the vortex core passes over a film cooling hole, 
compared to situations in which the vortex core passes between 
two injection locations (i.e., vortices Rl and R3). According 
to Ligrani and Williams (1990), significant perturbations to 
injectant distributions (from simple angle holes) result when 
vortex cores pass with 1.67 core diameters on the downwash 
side, and 0.87 core diameters on the upwash side. The only 
vortices that meet this criterion with respect to the central hole 
are Rl and R2. However, the Ligrani and Williams (1990) 
criterion is expected to be somewhat different when compound 
angle injection is employed. 

Figure 7 quantifies the distortion and rearrangement of in
jectant by vortices R0-R3. These data are given for a blowing 
ratiomof0.5atA-/c? = 45.8. As mentioned earlier, the spanwise 
locations of vortices R0-R3 with, respect to the film cooling 
holes are given in Fig. 5(a) and Table 1. From these two sources, 
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it is evident that either downwash regions (vortices RO and 
Rl), core regions (vortices Rl and R2), or up wash regions 
(vortices R2 and R3) pass over the central injection hole as the 
vortices are convected downstream. 

Measured secondary flow vectors are superimposed on each 
part of Fig. 7 to illustrate how their magnitudes and distri
butions relate to the reorganization of injectant by the different 
vortices. The same scaling for secondary flow vectors is used 
throughout all parts of Fig. 7. Procedures to determine injec
tant distributions were developed by Ligrani et al. (1989a) and 
later also used by Ligrani and Williams (1990). In these studies 
and the present one, injectant distributions are qualitatively 
correlated to mean temperature distributions. To do this, in
jectant is heated to 50 °C without providing any heat to the 
test plate. Thus, because the injectant is the only source of 
thermal energy (relative to free-stream flow), higher temper
atures (relative to free-stream temperature) generally indicate 
greater amounts of injectant. The temperature field is therefore 
given as (T - T„), and as such, shows how injectant accu
mulates and is rearranged mostly as a result of convective 
processes from the boundary layer and vortex secondary flows. 
Diffusion of injectant heat accounts for some of the temper
ature variations observed between injection hole exits and 
measuring stations, but compared to convection, this is of 
secondary importance. 

If no vortex is present, concentrations of injectant are pres
ent in the boundary layer near the wall spaced about 3.7 cm 
apart in the spanwise direction at the same interval as the 
injection hole spacing. In Fig. 7, it is evident that all four 
vortices R0-R3 result in significant disturbances to the injec
tant because the distributions shown are different from the 
ones that would exist if no vortices are present. In each case, 
injectant is swept beneath the vortex centers in the negative Z 
direction, then into vortex upwash regions, and finally above 
the vortex centers. The spanwise locations of the centers of 
vortices RO, Rl, R2, and R3 at x/d = 45.8 are at Z equal to 
- 4.06 cm, -2.54 cm, -0.51 cm, and 1.52 cm, respectively. 
The Y coordinate of vortex centers is 2.5-2.6 cm. Centers are 
located at the point of maximum streamwise vorticity and are 
apparent in Fig. 7 at locations around which secondary flow 
vectors swirl. 

Except for spanwise displacement, overall injectant distri
butions for vortices R0-R3 in Fig. 7 show some qualitative 
similarity. This is partially a result of the small spacing between 
holes in the spanwise direction, which results in abundant 
amounts of injectant at locations just downstream of x/d = 
0.0. The small quantitative differences between the different 
injectant distributions result as different portions of different 
vortices interact with injectant from different film cooling 
holes as the vortices pass x/d = 0. Important injectant deficits 
are present in Fig. 7 beneath vortex cores, and near vortex 
cores beneath downwash regions because of the influences of 
vortex secondary flows. These deficits correspond to locally 
higher St/St0 values in Fig. 6 at the same Z locations. Injectant 
deficits are most severe for vortices Rl and R3 at respective 
Z locations of - 4.0 cm to 0.0 cm, and 0.0 cm to 4.0 cm. The 
corresponding local maxima in Fig. 6 are large and broad and 
cover the same ranges of Z. 

The redistribution of injectant by vortex Rl is further il
lustrated by the two photographs in Fig. 8. Each shows a 
streamwise/spanwise plane view of the test surface such that 
the streamwise direction is down the page, and the spanwise 
direction is across the page. Vertical white lines along the test 
surface in each photograph are spaced 2.54 cm apart in the 
spanwise direction, with the line along the spanwise center line 
labeled accordingly. Horizontal lines are apparent at x/d of 
6.7, 17.2, and 33.1. The injectant, which is contaminated with 
fog liquid, is clearly apparent in each photograph as it is con
vected downstream. For both cases, the injectant emerges from 
the two staggered rows of holes at a blowing ratio m of 0.5. 

The top photograph of Fig. 8 shows flow along the test 
surface when no vortex is present, and the bottom one shows 
how the injectant is rearranged and distorted as. vortex Rl is 
convected downstream. In the top photograph, injectant from 
each hole is immediately adjacent to injectant from neigh
boring holes across the span of the view shown. Slight spanwise 
components of injectant velocity are apparent near x/d - 6.7. 
As the smoke convects farther downstream, slight turning into 
the streamwise direction is apparent. However, the smoke con
tinues to move at a slight angle with respect to the streamwise 
direction at x/d even as large as 33.1, as shown in the bottom 
portion of the photograph. 

Similar behavior is evident in the bottom photograph of Fig. 
8 except for significant disruptions of injectant by vortex Rl. 
These are most apparent just to the left of the spanwise cen-
terline for x/d from 6.7 to 17.2, and along the spanwise cen-
terline for x/d from 17.2 to 33.1. At these locations, the scarcity 
of fog fluid evidences little injectant along the test surface. Such 
regions correspond to vortex downwash regions and regions 
beneath vortex cores, where St/St0 distributions like the ones 
in Fig. 6 show locally higher values compared to nearby mag
nitudes. Just to the right of the injectant deficits (i.e., at smaller 
Z), extra accumulations of injectant are apparent in Fig. 8 as 
a consequence of convection by secondary flows within upwash 
regions of vortex Rl. In some cases, such extra accumulations 
of injectant result in local increases of film protection where 
values of St/St0 are locally lower than values of St//St0 that 
would exist if no vortex were present. At x/d = 33.1, the 
injectant in the bottom photograph of Fig. 8 is deficit at Z 
from -2.5 cm to 2.5 cm, with extra accumulations at Z from 
- 7.6 cm to - 2.5 cm. These values are consistent with injectant 
distributions in Fig. 7 for vortex Rl at x/e?=45.8 considering 
the negative spanwise convection of the vortex between the two 
streamwise locations. In the latter case, deficits of injectant are 
apparent along the wall at Z from -3.5 cm to 1.5 cm, and 
extra accumulations are apparent along the wall at Z from - 8.5 
cm to -3.5 cm. 

Examples of flow properties measured in streamwise/normal 
planes at x/e?=45.8 with vortex Rl and m = 0.5 film cooling 
are presented in Fig. 9. These include secondary flow vectors, 
streamwise vorticity distributions, distributions of streamwise 
mean velocity, and distributions of mean total pressure. In 
Fig. 9(a), the rotation of the clockwise vortex is clearly apparent 
about the vortex center located at Y"=2.48 cm and Z= -2.54 
cm. The center corresponds to the location of maximum 
streamwise vorticity which is clearly apparent in Fig. 9(b). The 
contours of streamwise vorticity that surround this center are 
approximately circular in shape with a region of negative vor
ticity located near the wall at Z from -4.0 cm to -6.0 cm 
(i.e., just to the left of the main vortex). Streamwise vorticity 
magnitudes are determined from secondary flow vector mag
nitudes using a finite difference form of the equation given by 
d Uy/dZ - d Uz/dY. Distributions of streamwise mean velocity 
and total pressure in Figs. 9(c, d) are qualitatively similar. In 
both cases, a region where these quantities are locally higher 
is present near the wall within the vortex downwash. In ad
dition, a region of low velocity and low pressure is present 
away from the wall within the vortex upwash, and deficits of 
velocity and pressure are present near the center of the vortex. 
Horizontal contour lines in Figs. 9(c, d) provide clear evidence 
of the turbulent boundary layer located on either side of the 
vortex. Within the boundary layer, additional deficits of pres
sure and velocity are present along the wall at locations of film 
injectant accumulation. 

Heat Transfer and Injectant Distributions With Vortices L0-
L4. In the discussion that follows, surface heat transfer re
sults with vortices L0 and L4 are discussed first. This is fol
lowed by discussions of St/St0 results obtained with vortices 
L0-L4, and then by comparisons of these results with ones for 
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vortices R0-R4. Injectant distributions for vortices L0-L4 are 
then discussed last. 

Spanwise distributions of St/St0 measured both with and 
without longitudinal vortices L0-L4 embedded in the turbulent 
boundary layer are shown in Fig. 10. As for the results shown 
in Fig. 6, the data in Fig. 10 were measured at x/d = 33.1 (X 
= 1.377 m) with film injection from both rows of holes at a 
blowing ratio m of 0.5. In the top portion of Fig. 10, St/St0 
distributions are presented for vortices L0 and L4 along with 
St//St0 data obtained when no artificially induced vortices are 
present in the flow. As for the results in the top of Fig. 6, the 
ones in the top of Fig. 10 illustrate significant disturbances to 
local St/St0 distributions because of the vortices. This is par
ticularly apparent in Fig. 10 for - 5 cm < Z < 4 cm for vortex 
L0, and for Z < - 4 cm for vortex L4 if the St/St0 distributions 
are compared to the St/St0 distribution obtained with no vor
tices in the flow. St/St0 are higher than St//St0 over these areas 
as a consequence of the proximity of vortex downwash regions 
to these portions of the test surface. Vortex secondary flows 
within downwash regions and beneath vortex cores first sweep 
injectant in the spanwise direction along the wall and then into 
upwash regions. Deficits of injectant then result beneath down-
wash regions, which give decreased protection, and increased 
St/St0 relative to St//St0. The top portion of Fig. 10 also shows 
that St/St0 values for each vortex are generally lower than the 
St//St„ distribution for Z larger than 4 cm for vortex L0 and 
for Z larger than - 4 cm for vortex L4. These locations cor
respond to regions beneath vortex upwash regions where extra 
injectant accumulates resulting in local increases of protection 
by the film. 

The spanwise variations of local heat transfer are about the 
same for vortices L0 and L4 except for spanwise displacement 
with respect to each other a distance of about 7.2 cm, which 
is equivalent to 98 percent of 2s (Table 1). This provides 
validation of the measurement apparatus and procedures em
ployed to obtain local heat transfer distributions in addition 
to that given by results in the top of Fig. 6. The small quan
titative differences between the curves for vortices L0 and L4 
in the top of Fig. 10 occur locally for the same reasons that 
data for vortices R0 and R4 in the top of Fig. 6 are locally 
different. 

St/St0 distributions with vortices L0, LI, L2, and L3 are 
presented in the bottom portion of Fig. 10. Here, significant 
quantitative and qualitative variations are seen as the spanwise 
locations of the vortices are changed. When the St/St0 distri
butions are compared to each other, significant changes to the 
shapes of local maxima as well as to surrounding heat transfer 
distributions are apparent. Just like the results in Fig. 6, such 
variations evidence complicated interactions as the vortices 
interact simultaneously with injectant from several injection 
holes. In addition, vortices L0-L4 also result in sharp spanwise 
gradients of St/St0. In Fig. 10, these gradients are apparent 
at Z from - 2 cm to 4 cm, and move in the - Z direction as 
the spanwise locations of the vortices move in the - Z direction. 
The highest local St/St„ value just to the left of one such 
gradient (i.e., at smaller Z) occurs with vortex L2. This par
ticular vortex convects downstream so that its core and upwash 
region pass over the central injection hole at Z = 0 cm (i.e., 
Fig. 5(b) and Table 1). 

Vortices L0-L4 are different from vortices R0-R4 because 
of different directions of rotation (counterclockwise versus 
clockwise) when viewed looking downstream in spanwise/nor-
mal planes. This is important because secondary flow vectors, 
especially beneath vortex cores, are in different directions with 
respect to the spanwise coordinate Z as well as with respect to 
spanwise velocity components of injectant. Figure 3 shows the 
orientations of the film cooling holes with respect to streamwise 
and spanwise coordinate directions. Coolant is injected with 
a - Zdirection component. In Fig. 5(a), secondary flow vectors 
near the wall for vortices R0-R4 are then in the same direction 

as the spanwise components of the injectant velocity. The 
opposite is true in Fig. 5(b), where the near-wall secondary 
flow vectors for vortices L0-L4 have directions that are op
posite to the direction of the spanwise components of the 
injectant velocity. 

These differences between vortices R0-R4 and vortices L0-
L4 are important because they result in significantly different 
local St/St0 distributions as the vortices interact with the film 
injectant. This is evident if St/St0 for vortices R0-R4 in Fig. 
6 are compared to ones in Fig. 10 for vortices L0-L4. This 
comparison can be made for the same locations of vortex 
centers with respect to the central film injection hole with the 
only changes due to the direction of rotation of the vortices. 
It is evident from Figs. 5(a) and 5(b) and Table 1 that this is 
done by comparing results for vortices having the same num
bers in their name labels (i.e., comparing results for vortex R0 
with results for vortex L0, comparing results for vortex Rl 
with results for vortex LI, R2 with L2, etc.). Because they are 
the same in all parts of Figs. 6 and 10, St//St0 distributions 
(with film injection and no vortices) are appropriate to use in 
reference to distributions measured with vortices R0-R4 and 
L0-L4. 

With each comparison, the same overall qualitative differ
ence between the clockwise and counterclockwise vortices is 
evident. St/St0 distributions with the clockwise rotating vor
tices R0-R4 always show regions greater than St//St0 over 
larger portions of the test surface than the St/St0 distributions 
associated with counterclockwise rotating vortices L0-L4. In 
addition, St/St0 distributions with vortices R0-R4 show higher 
local maxima and maxima peaks, which are broader and spread 
over greater areas compared to St/St0 measured beneath vor
tices L0-L4. Such differences evidence different interactions 
between injectant and the two types of vortices. Higher St/St0 
are present with vortices R0-R4 because the injectant is swept 
away from the wall (which results in decreased protection) 
more efficiently than with vortices L0-L4. The more efficient 
decimation of the injectant occurs since near-wall vortex sec
ondary flows are in the same direction as the spanwise velocity 
components of the injectant. With vortices L0-L4, the opposite 
situation is present. Here, near-wall vortex secondary flows 
oppose the spanwise components of the film injectant resulting 
in greater resistance to injectant rearrangement by the vortices. 

Figure 11 quantifies the distortion and rearrangement of 
injectant by vortices L0-L3. These data were obtained for a 
blowing ratio m of 0.5 at x/d = 45.8 using the same procedures 
employed to obtain the injectant distributions and secondary 
flow vectors given in Fig. 7. The spanwise locations of vortices 
L0-L3 with respect to the film cooling holes are given in Fig. 
5(b) and Table 1. From these two sources, it is evident that 
either downwash regions (vortices L0 and LI), core regions 
(vortices LI and L2), or upwash regions (vortices L2 and L3) 
pass over the central injection hole as the vortices are convected 
downstream. 

Like the results presented in Fig. 7, the injectant distributions 
in Fig. 11 show that all four vortices L0-L3 produce significant 
disturbances to the injectant relative to distributions present 
if no vortices are present. Individual distributions in Fig. 11 
are qualitatively similar to each other, except for variations 
due to spanwise displacement of the vortices with respect to 
the film injection holes. They also show some qualitative sim
ilarity to the ones in Fig. 7. The most important differences 
result because of different directions of vortex rotation. With 
vortices L0-L4, this causes much more injectant to be present 
next to the wall near the vortices, which is apparent if regions 
just to the right of vortex downwash regions in Fig. 7 are 
compared to regions just to the left of vortex downwash regions 
in Fig. 11. Such differences are particularly evident if the 
injection distribution for vortex L0 is compared to the one for 
vortex R0. 

In Fig. 11, injectant is swept beneath the vortex centers in 
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the positive Z direction, then into vortex upwash regions, and 
finally above the vortex centers. The spanwise locations of the 
centers of vortices LO, LI, L2, and L3 are at Z equal to 3.05 
cm, 1.52 cm, -0.51 cm, and - 1.52 cm, respectively. The Y 
coordinates of vortex centers in Fig. 11 vary from 2.9 cm to 
3.0 cm. In each case, injectant deficits are present near the 
wall in Fig. 11 located beneath vortex cores and near vortex 
cores beneath downwash regions. Of these, the most severe 
are located beneath vortices LO and L2 at respective Z locations 
of 0.0 cm to 4.0 cm, and -4.0 cm to 0.0 cm. Corresponding 
St/Sto distributions in Fig. 10 show broad local maxima over 
nearly the same ranges of Z. 

Streamwise Development of Heat Transfer Distributions 
With Film Cooling Both With and Without Vortices R0 and 
L0. Streamwise development of local St/St0 distributions with 
longitudinal vortices R0 and L0 are presented in Figs. 12 and 
13, respectively. Also included on these figures are distributions 
of St//St0 obtained with film cooling only and no vortices 
embedded in the boundary layers. These two sets of results 
are presented together in each figure so that disturbances caused 
by the vortices to surface heat transfer in the film cooled 
boundary layers are apparent. In both figures, results are given 
for a blowing ratio m of 0.5 and a free-stream velocity of 10 
m/s. 

In examining results on Figs. 12 and 13, it is apparent that 
the disturbances caused by the vortices persist to the end of 
the test plate. This is evident since St/St0 values are higher 
than St/St0 at X = 1.98 m or x/d = 96.6. In fact, differences 
between St/St0 and St//St0 generally become greater with 
streamwise development, behavior that illustrates the coher
ence of the vortices as they are convected downstream. Dif
ferences are quite small just downstream of the injection holes 
at X = 1.13 m or x/d = 6.7, which indicates that the film, 
rather than the vortices, is most affecting local heat transfer 
behavior at this location. According to Ligrani et al. (1989a), 
such behavior probably results because the vortices are lifted 
off of the test surface by the film injectant. In addition, vortex 
secondary flows have not had enough time to rearrange the 
injectant at this streamwise station since it is just downstream 
of film hole exit locations, where the vortices initially interact 
with the injectant. 

Comparing results in Fig. 12 to ones in Fig. 13 reveals im
portant differences for vortices R0 and L0. In Fig. 12, regions 
where St/St0 are higher than St//St0 are at larger Z, and regions 
where St/St0 are lower than St/St0 are at smaller Z. The 
opposite trend is present in Fig. 13 because vortex L0 rotates 
in a direction opposite to vortex R0. However, in spite of these 
differences, both vortices R0 and L0 produce St/St0 > St / 
St0 beneath downwash regions, and St/St„ < St,/St„ beneath 
upwash regions. Greater disturbances and higher St/St0 are 
present beneath the downwash regions of vortex R0 because 
injectant is swept away from the wall more efficiently than 
occurs with vortex L0. This is because near-wall secondary 
flows of vortex R0 are coincident with the spanwise velocity 
components of the film injectant. As mentioned earlier, this 
results in larger reductions in protection than if the secondary 
flows of a vortex are opposite to the spanwise component of 
injectant velocity, as with vortex L0. Regions where St/St0 are 
greater than St//St0 also cover larger spanwise portions of the 
test plate with vortex R0. This is consistent with the St/St0 
results in Figs. 6 and 10. It is also consistent with the injectant 
distributions in Figs. 7 and 11, which show that injectant is 
present much closer to the downwash regions of vortices L0-
L4 than to the downwash regions of vortices R0-R4. 

Summary and Conclusions 
Experimental results are presented that describe the effects 

of embedded, longitudinal vortices on heat transfer and film 
injectant downstream of two staggered rows of film cooling 
holes with compound angle orientations. Holes are oriented 
so that their angles with respect to the test surface are 30 deg 
in a spanwise/normal plane projection, and 35 deg in a stream-
wise/normal plane projection. A blowing ratio of 0.5, non-
dimensional injection temperature parameter 6 of about 1.5, 
and free-stream velocity of 10 m/s are employed. Injection 
hole diameter is 0.945 cm to give a ratio of vortex core diameter 
to hole diameter of 1.6-1.67 just downstream of the injection 
holes (x/d = 10.2). At the same location, vortex circulation 
magnitudes range from 0.15 m2/s to 0.18 m2/s. With film 
injection at a blowing ratio of 0.5, the ratio of vortex circu
lation to injection velocity times hole diameter (S = T/Uc d) 
then ranges from 3.2 to 3.8, and the ratio of vortex circulation 
to injection velocity times vortex core diameter (SI = T/Uc 
2c) ranges from 2.0 to 2.2. 

The most important major conclusion is that local heat trans
fer and injectant distributions are strongly affected by the 
longitudinal embedded vortices, including their directions of 
rotation and their spanwise positions with respect to film in
jection holes. Vortices are generated using half-delta wings 
attached to the test surface of the wind tunnel at 18 deg angles 
of attack with respect to the mainstream flow direction. By 
changing the sign of the angle of attack, vortices are produced 
that rotate either clockwise or counterclockwise when viewed 
looking downstream in spanwise/normal planes. By moving 
the delta wings in the spanwise direction, the spanwise locations 
of the vortices with respect to the film cooling holes are also 
changed. 

Differences resulting from vortex rotation are due to sec
ondary flow vectors, especially beneath vortex cores, which 
are in different directions with respect to the spanwise velocity 
components of injectant after it exits the holes. When sec
ondary flow vectors near the wall are in the same direction as 
the spanwise components of the injectant velocity (clockwise-
rotating vortices R0-R4), the film injectant is readily swept 
beneath vortex cores and into vortex upwash regions. Con
sequently, the protection provided by the injectant is reduced 
significantly and St/St0 may be as large as 1.05 compared to 
St/Sto values with no vortex from 0.80 to 0.85. With the 
opposite situation (counterclockwise rotating vortices L0-L4), 
the secondary flow vectors near the wall are directed opposite 
to the direction of the spanwise components of the injectant 
velocity, and the injectant is less likely to be rearranged by 
vortex secondary flows. As a result, higher St/St0 are present 
over larger portions of the test surface with vortices R0-R4 
because the injectant is swept away from near wall regions 
(which results in decreased protection) more efficiently than 
with vortices L0-L4. Because of the design of the present 
experiment, these comparisons are made for the same locations 
of vortex centers with respect to the central film injection hole 
(located at Z/d = 0.0) such that the only changes are due to 
the direction of vortex rotation. With this type of comparison, 
St/St0 distributions with vortices R0-R4 show higher local 
maxima and maxima peaks that are broader and spread over 
greater areas compared to St/St0 measured beneath vortices 
L0-L4. Such behavior is consistent with injectant distribution 
surveys, which show larger quantities near the wall in proximity 
to vortices L0-L4, especially on the sides of vortex downwash 
regions away from the vortex centers. 

A second major conclusion pertains to the compound angle 
orientations of the injection holes. Because of this, disruptions 
to the injectant and heat transfer caused by the vortices are 
different from the disruptions which result when similar vor
tices interact with injectant from holes with simple angle ori
entations. Ligrani et al. (1991) present results measured 
downstream of a single row of simple angle holes inclined at 
30 deg with respect to the test surface and spaced 3.0 diameters 
apart in the spanwise direction. St/St0 results are given for a 
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blowing ratio of 0.5 with slightly weaker vortices than em
ployed in the present study (vortex circulation magnitudes range 
from0.13m2/sto0.15m2/s,S = 1.58-1.61, SI = 1.75-1.78). 
Relative to Sty/St0 distributions for x/d = 33.1, the Ligrani 
et al. (1991) St/St0 maxima are higher than the present results 
with counterclockwise rotating vortices (L0-L4), and lower 
than the present results with clockwise rotating vortices (R0-
R4). Such behavior indicates that magnitudes of St/St0 maxima 
are qualitatively related to the angle between the injectant along 
the plane of the test surface and the direction of vortex sec
ondary flow vectors near the wall (i.e., the spanwise or Z 
direction). With this dependence, smaller angles lead to greater 
disruptions to nominal injectant distributions and larger de
creases in protection. 

If one considers either the clockwise vortices or the coun
terclockwise vortices by themselves, significant St/St0 varia
tions are seen as the spanwise positions of the vortices are 
changed. These result because different portions of different 
vortices interact with injectant from different film cooling 
holes as the vortices pass x/d = 0. Alterations resulting from 
different spanwise vortex positions include changes to local 
St/St0 maxima and to surrounding heat transfer distributions, 
as well as changes to injectant distributions measured in span-
wise/normal planes. When near-wall vortex secondary flow 
vectors oppose the spanwise component of the injectant (vor
tices L0-L4), local St/St0 maxima are lowest when either the 
downwash or core pass over the central injection hole at Z = 
0 cm (vortices L0 and LI). When near-wall vortex secondary 
flow vectors are coincident with the spanwise component of 
the injectant (vortices R0-R4), local St/St0 maxima are lowest 
when core regions of the vortices pass between injection holes 
in the downstream row of holes (vortices R0 and R3). 

However, in spite of these quantitative variations, many 
overall qualitative features remain the same as the spanwise 
position of a vortex is changed. These include significant def
icits of injectant beneath vortex cores, as well as near-vortex 
cores beneath downwash regions, which always correspond to 
St/St0 values, which are locally higher than St//St0 values at 
the same x/d and Z locations. Such variations persist as far 
as 97 hole diameters downstream of the injection holes (x/d 
= 96.6) as a consequence of vortex secondary flows, which 
first sweep injectant in the spanwise direction along the wall 
and then into up wash regions. St/St0 values are generally lower 
than St//St0 beneath vortex upwash regions since extra injec
tant accumulates resulting in local increases of protection by 
the film. In contrast, vortex disruptions are quite small just 
downstream of the injection holes at x/d = 6.7, which indicates 
that the film, rather than the vortices, is more affecting local 
heat transfer behavior at this streamwise location. 
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Discharge Coefficients of Holes 
Angled to the Flow Direction 
In the cooling passages of gas turbine blades, branches are often angled to the 
direction of the internal flow. This is particularly the case with film cooling holes. 
Accurate knowledge of the discharge coefficient of such holes at the design stage 
is vital so that the holes are correctly sized, thus avoiding wastage of coolant and 
the formation of hot spots on the blade. This paper describes an experimental 
investigation to determine the discharge coefficient of 30 deg inclined holes with 
various degrees of inlet radiusing and with the axis of the hole at various orientation 
angles to the direction of the flow. Results are given for nominal main flow Mach 
numbers of 0, 0.15, and 0.3. The effects of radiusing, orientation, and crossflow 
Mach number are quantified in the paper, the general trends are described, and the 
criteria for optimum performance are identified. 

1 Introduction 
A diverse range of geometries and flow conditions can arise 

in the cooling passages of gas turbines. The branches can be 
perpendicular or inclined to the main flow channel as indicated 
by the angle 9 in Fig. 1, they can be sharp edged or radiused, 
r/d in Fig. 1, they can be angled to the direction of flow, as 
indicated by the angle a in Fig. 1. There could additionally be 
a crossflow present on either side of the hole and this cross-
flow could be flowing at various speeds or Mach number (Mc 
and Mc in Fig. 1). These parameters and the pressure ratio 
across the hole can occur in a variety of combinations. The 
designer is faced with the need to know the discharge coeffi
cient, Cd, in these diverse situations in order to be able to size 
the holes and so control the flow through them in the desired 
way. This need is very critical for the film cooling holes where 
underfeed and overfeed of coolant through the hole can lead 
to the formation of hot spots on the blade surface and result 
in reduced blade life. 

Prompted by this need a series of research projects have 
been undertaken at the University of Nottingham over a num
ber of years, which aimed to quantify the discharge coefficient 
of cooling holes with emphasis on the blade film cooling sit
uation. 

Benmansour (1981) measured Cd for a range of angles of 
inclination (0 = 30, 60, and 90 deg) and for a range of length 
to diameter ratios and crossflow. He found that for l/d > 2 
the effect of l/d is very weak. Since film cooling holes usually 
have l/d > 6, all subsequent work was done at l/d =6. 

The effects of crossflow at inlet to the hole (coolant side) 
and exit from the hole (mainstream side) were described by 
Hay et al. (1983). At a low pressure ratio p%/px, the discharge 
coefficient is a strong function of pressure ratio, increasing 
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with it. Beyond /£//>„,= 1.4, Cd reaches a plateau the level of 
which depends upon any crossflow present. Crossflow at inlet 
reduced C„ and the stronger the crossflow the larger this re
duction. Crossflow at exit from the hole has a much weaker 
effect on Cd but also tends to reduce its value. 

Khaldi (1987) looked at the effect of radiusing the holes and 
covered the same range of parameters as Benmansour. Ra
diusing was found to increase the discharge coefficient and 
also to make it less sensitive to crossflow. These results were 
published concisely by Hay et al. (1987). 

Next, the nonalignment of the hole with the direction of the 
flow was investigated. This situation often occurs in film cool-
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Fig. 1 Typical cooling hole geometric and flow parameters 
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Fig. 2 General arrangement and details of the test rig 

ing, particularly at the leading edge of rotor blades, and when 
the coolant is injected laterally. 30 deg inclined holes were used 
and tested at the full range of orientation angles a (i.e., 0-180 
deg), and for a range of upstream cross flow Mach number. 
Evans (1985) looked at sharp-edged holes with and without 
crossflow; Henshall (1988) and Manning (1991) looked at the 
additional effect of radiusing the hole at inlet. 

This paper reports these results. Values of Cd for 30 deg 
inclined holes oriented to the direction of the flow are presented 
together with the added effects of radiusing and crossflow at 
inlet for the full range of orientation angles. 

Other authors have also published discharge coefficient data 
for various geometries, for example, Lichtarowicz et al. (1965), 
Dekker and Chang (1965), McGreehan and Schotsch (1987), 
and Briggs (1989). However, the effect of the orientation angle, 
a , has not been, as yet, addressed systematically. 

2 Apparatus 
The rig used is shown in Fig. 2. Basically it consists of a 

2.5-m-long rectangular duct of 71 mm x 32 mm cross section. 
The duct has a circular hole cut into the top to accommodate 
the test plate in which the hole is formed. The angle of incli
nation of 30 deg was chosen as it is one often used for film 
cooling holes. The design of the rig allows the angle of ori
entation a to be varied over the full range of 0 to 180 deg 
simply by rotating the test plate and clamping it in position 
to give the desired angle of orientation. The test holes had to 
be inclined at 30 deg and also rounded to various extents. They 
had to be produced by an elaborate process consisting of cast
ing in araldite over a core that was previously shaped to the 
desired r/d using a steel ball of the required radius and a soft 
filler. 

Control valves are located at inlet and outlet of the channel. 

The flow through the test hole passes through a plenum cham
ber to an ISO orifice meter, and is then vented to the atmos
phere through another control valve and a silencer. 

The rig is fed from a screw compressor plant. The three 
control valves allow the pressure ratio across the test hole and 
the cross flow Mach number to be controlled independently. 

All pressures were measured with water or mercury manom
eters. A thermocouple in the plenum chamber was used for 
temperature measurement. The test data were manually fed 
into a computer for processing. 

The test holes had the following geometry: 

r/d = 0, 0.25, 0.5, 0.75, 1.0 
6 = 30 deg throughout 

\/d = 6 throughout 
hole diameter = 7 mm for r/d=0, and 6.35 mm (1/4 in.) for 

all other values of r/d. 

3 Results 
Measurements of Cd were made at various pressure ratios 

between 1.0 and 1.7 for the range of geometric parameters 
given in the previous section. Results were obtained for the 
three values of the crossflow Mach number Mc of 0, 0.15, and 
0.3. 

The calculation of the discharge coefficient was made using 
compressible flow relationships, i.e., the value of Cd is given 
by the ratio of the measured mass flow to the mass flow 
calculated for the same p%/p<» using isentropic compressible 
flow relationships. The calculation procedure is detailed in 
Appendix 1. 

The upstream pressure is taken as the stagnation pressure 
of the flow and is measured at a plane in the duct just upstream 
of the hole. The downstream pressure is taken as the static 
pressure downstream of the orifice and is measured in the 
plenum chamber. 

The uncertainty in the measured values of Cd is estimated 
to be about ± 3-4 percent. 

A resume of the results is given in Table 1 for just three 
values of pressure ratio, low, medium, and high. Reference to 
the table will be made later but at this stage it gives a good 
idea of the range of tests and of the parameters covered. 

For Mc = 0 the orientation is not a variable and hence Cd, 
depends only on radiusing and on pressure ratio. Thus it is 
instructive to look at the effect of radiusing before that of 
orientation. 

3.1 Effect of Radiusing. Figure 3 shows the variation of 
Cd with radiusing and with pressure ratio. The value of Q 
increases with pressure ratio and reaches a plateau at p+

c/ 
/?oo = 1.2. This pattern of behavior has been noted before for 
90 deg inclined holes (Hay and Spencer, 1992) and it is not 
surprising that it applies also to 30 deg inclined holes. 

Figure 3 also shows that radiusing to an r/d of 0.25 produces 
a large increase in Cd and that further increase in r/d brings 
diminishing returns. Beyond r/d=0J5 Cd values drop back 
slightly. This is also in line with previous results. Khaldi (1987) 
found that the major part of the gain in Cd with radiusing is 
obtained when r/d reaches 0.25, and he concludes that 
r/d=0.25 is the optimum value for 90 deg inclined holes. 

Nomenclature 

Subscripts 

a = velocity of sound 
Cd = discharge coefficient 

d = diameter of hole 
/ = length of hole 

M = Mach number 

p = static pressure 
o+ = stagnation pressure 

r = radius of inlet to hole 
a = orientation angle of the hole 
0 = inclination angle of the hole 

h 
c 

P 
00 

inside the test hole 
upstream of test hole (coolant 
side) 
plenum chamber 
downstream of test hole (main
stream side) 
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0 
0.25 
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0.75 
1.0 

0 
0.25 
0.5 
0.75 
1.0 

0 
0.25 
0.5 
0.75 
1.0 

0 

0.69 
0.81 
0.82 
0.89 
0.86 

0.72 
0.86 
0.83 
0.89 
0.87 

0.84 
0.85 
0.89 
0.87 

0.03 
0.05 
0.03 
0.00 
0.01 

Table 1 

45 

0.68 
0.-81 
0.83 

0.72 
0.81 
0.84 

-

_ 
0.84 
0.85 

0.04 
0.03 
0.02 

-

Representative selection of the C 

M, = 0 

90 

0.68 

0.83 

0.72 
0.82 
0.84 

_ 
0.84 
0.85 

0.04 
0.02 
0.02 

135 

_ 
-

-

180 0 

0.75 
0.8 
0.83 

0.76 
0.84 
0.86 
0.88 
0.86 

0.76 
0.85 
0.87 
0.89 
0.87 

0.01 
0.05 
0.04 
0.01 
0.01 

M, = 0. 

45 

0.7 
0.78 
0.8 

0.73 
0.83 
0.85 

0.84 
0.86 

0.03 
0.06 
0.06 

90 

0.58 
0.69 
0.77 

0.68 
0.8 
0.83 
0.87 
0.83 

0.7 
0.82 
0.84 
0.88 
0.85 

0.12 
0.13 
0.07 
0.01 
0.02 

5 

135 

0.5 
0.63 

0.64 
0.78 

0.67 
0.8 

0.17 
0.17 

d results 

180 

0.48 
0.61 

0.62 
0.77 

0.65 
0.8 

0.17 
0.14 

0 

0.71 
0.73 
0.67 
0.72 
0.71 

0.78 
0.82 
0.82 
0.86 
0.85 

0.79 
0.84 
0.85 
0.87 
0.88 

0.08 
0.11 
0.18 
0.15 
0.17 

Mt = 0.3 

45 

0.59 
0.65 
0.65 
0.67 
0.7 

0.73" 
0.8 
0.82 
0.85 
0.85 

0.75 
0.82 
0.84 
0.87 
0.88 

0.16 
0.17 
0.19 
0.2 
0.18 

90 

0.42 
0.54 
0.5 
0.53 
0.51 

0.63 
0.74 
0.76 
0.8 
0.8 

0.66 
0.78 
0.79 
0.83 
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0.24 
0.24 
0.29 
0.3 
0.32 
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0.45 
0.32 
0.4 
0.38 
0.45 

0.63 
0.68 
0.73 
0.79 
0.8 

0.65 
0.73 
0.77 
0.81 
0.82 

0.2 
0.41 
0.37 
0.43 
0.37 

180 

0.29 
0.38 
0.49 
0.54 
0.54 

0.55 
0.68 
0.73 
0.8 
0.81 

0.59 
0.73 
0.78 
0.83 
0.84 

0.3 
0.35 
0.29 
0.29 
0.3 
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Fig. 3 Effect of radiusing on Cd in the absence of crossflow 
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Fig. 4 Effect of angle of rotation on Cd at M„ = 0.3 

M c = 0 . 3 , r / d = 0 . 2 5 

3.2 Effect of Orientation. The effect of orientation is 
most pronounced for the sharp edged hole (r/d=0) and the 
higher value of Mc. So we will take this case first. Figure 4 
shows the effect of orientation at various pressure ratios. In
crease in the angle of orientation leads to a decrease in Cd, a 
result to be expected as the flow has to turn more and more 
as the angle of orientation increases. Also a higher pressure 
ratio is needed before the variation in the value of Cd eases 
off into a plateau region. 

The range in Cd (i.e., Cdmax- Cdmin) is quite large even at 
the higher values of pressure ratio. This is not a desirable 
behavior as it means that a given design will be sensitive to 
variations in the geometric and flow parameters. 

This undesirable.behavior is alleviated with rounding of the 
hole. Figure 5 shows the variation in Cd for r/d=0.25. The 
absolute values of Cd are higher than for r/d=0 and also the 
range in Cd has narrowed and the plateaux are reached at lower 
pVpa, values. 

When the radiusing ratio is increased to 0.75, Fig. 6, Cd 
values are higher, the plateaux are reached earlier, and the 
range of Cd is narrower still. Thus not only does the flow need 
a smaller pressure drop to drive it through the hole, but it is 
also less sensitive to variations in the flow or the geometric 
parameters. 

Radiusing seems to have the effect of making it easier for 

0.8 

Cd 

0.6 

SYMBOL 

+ 
X 

V 

O 

• 

a 

0' 

45' 

90* 

135* 

180-

1.0 1.2 1.4 1.6 1.8 2.0 

P r e s s u r e r a t i o Pc + /Pcx> 

Fig. 5 Effect of radiusing r/d = 0.25 on the dependence of Cd on a, 
M- = 0.3 

the flow to turn into the hole. In other words the loss coefficient 
due to turning is smaller when the hole is radiused. 

3.3 Effect of the Crossflow. Constraints arising from re
quirements for accuracy in the measurement of Cd resulted in 
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Fig. 8 Contour plot for Cd as a function of r/d and a at M„ = 0.15 and 
of further radiusing r/d= 0.75 on the dependence of Cd pressure ratio of 1.4 
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Fig. 7 Effect of crossflow on Cd at orientations of 90 and 180 deg 

that the maximum value of the crossflow Mach number that 
could be achieved was 0.3. Thus results were obtained at Mc = 0, 
0.15, and 0.3. 

Figure 7 shows the effect of Mc at r/d =0.25. For angles 
of inclination of 90 and 180 deg there is a drop in the value 
of Cd as Mc increases. Other results (omitted from Fig. 7 for 
clarity) show that for an orientation angle of 45 deg there is 
hardly any effect of Mc on Cd, while for a - 0 there is a slight 
increase in Q with Mc. This is consistent with the flow situ
ation. For a = 0 the momentum of the flow is in the direction 
of the hole and would be expected to help the flow into the 
hole. For a = 45 deg the penalty of turning balances the 
help provided by the component of momentum in the direction 
of the hole. For a = 90 deg and above there is a net loss reflected 
in the lower values of the discharge coefficient. 

It is difficult to identify the physical flow phenomena that 
lead to the behavior described in the last three paragraphs. 
They obviously have to do with the way streamline curvature 
affects the position of the stagnation stream surface that sep
arates the flow diverting into the hole from the continuing 
forward. Also the presence, position, and extent of the sep
aration zones and their dependence on the local details of the 
flow will reflect in the discharge coefficient. Extensive flow 
visualization and numerical modeling would be needed in order 
to understand fully these complex flow phenomena. 

3.4 Contour Plots. The amount of experimental data ob
tained in this work is fairly extensive and there does not seem 
to be an easy way of collapsing the data and expressing the 
variations in an all-embracing correlation. This being the case, 

4 5 9 0 1 3 5 

O r i e n t a t i o n a ' 

180 

Fig. 9 Contour plot for Cd as a function of r/d and a at Mc = 0.3 and 
pressure ratio of 1.4 

a useful way of conveying the overall behavior is to condense 
the data in tabular form or present them in the form of contour 
plots. 

Table 1, referred to earlier, shows the range of parameters 
covered and gives spot values of Cd at low, medium, and high 
values of pressure ratio. We have seen earlier that Cd values 
reach a plateau at around p+

c/p„,= 1-4. This value was chosen 
as the "medium" pressure ratio for Table 1. The high pressure 
ratio was taken as the highest value of p+

c/p„ set during the 
test program. The "low" value was an arbitrary choice as Cd 
varies strongly in this band of pressure ratio. The value of 1.1 
was chosen as this exhibited the widest range in Cd. 

At the bottom of Table 1 the range in Cd is given. This gives 
an indication of the sensitivity of Cd to pressure ratio. The 
sensitivity to r/d and a is not given explicitly but may be easily 
obtained from the tabulated values. For example, for a pressure 
ratio of 1.4 and r/d= 0.75 the range in Cd at Mc = 0.3 for 
variations in a is Cd max-Cdmin = 0.86 - 0.79 = 0.07. (Crfmax 
and Cdmjn above are shown underlined in Table 1.) 

Contour plots of the results for p Vp^ = 1.4 and Mc = 0.15 
and 0.3 are shown in Figs. 8 and 9. The combined effects of 
radiusing and orientation may be seen easily: The area of 
highest Cd in both cases is that of zero orientation; the radius 
ratio of r/d =0.15 gives the highest values for Q and the least 
sensitivity of Cd to the orientation angle a. The absolute values 
of Cd are generally higher for Mc = 0.15. Also the range in Cd 
is narrower than for Mc = 0.3. Similar contour plots may be 
easily generated for other pressure ratios. 
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4 Conclusions 
1 The effect of hole orientation on the coefficient of dis

charge of a 30 deg inclined hole has been quantified for two 
values of crossflow Mach number. 

2 Increase in the angle of orientation leads to a decrease in 
the coefficient of discharge, which can be very substantial for 
sharp-edged holes. 

3 Radiusing the hole entry produces an increase in the dis
charge coefficient and reduces its dependence on the angle of 
orientation. 

4 A radiusing ratio of r/d = 0.75 gives the best results from 
the point of view of both increased Q and reduced dependence 
on orientation. 

5 The effect of crossflow Mach number is to increase Cd 
marginally for angles of orientation a<45 deg and decrease 
Cd for a>45 deg, the decrease being sizeable for a>90 deg. 

6 A representative selection of the results has been presented 
in tabular and contour plot forms to convey the general trends. 
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A P P E N D I X 
Calculation of Cd 

The discharge coefficient Q is defined as: 

where m is the measured mass flow (orifice meter) and m, is 
the theoretical mass flow. The theoretical mass flow is cal
culated assuming isentropic compressible flow. The measured 
quantities needed for this calculation are p%, p„, and Tp as 
detailed below. 

Bearing in mind that Pi,=P«, and that T+
c = T+

h=Tp (since 
the velocity in the plenum is very low) rh, is given by: 

m, = ph vhAh 

Ah is the area of the hole = 7r/4 d2. ph is the density in the 
hole given by: 

_ pt 1 
Ph RT? ' (pt/p„)Xh 

and vh< the velocity in the hole, is obtained from: 
vh = ah Mh 

where 

and Mh is given by: 

--{[(sr-ter 
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Experimental Study on the Flow 
Characteristics of Streamwise 
Inclined Jets in Crossflow on 
Flat Plate 
Experimental study has been conducted to investigate the flow characteristics of 
streamwise 35 deg inclined jets, injected into a turbulent crossflow boundary layer 
on a flat plate. Flow is visualized by schlieren photographs for both normal and 
inclined jets to determine the overall flow structure with the variation of the velocity 
ratio. A three-dimensional velocity field is measured for two velocity ratios of 1.0 
and 2.0 by using a five-hole directional probe. The visualization study shows that 
the variation of the injection angle produces a significant change in the flow structure. 
It is recognized that the jet flow is mainly dominated by the turbulence for a small 
velocity ratio, but it is likely to be influenced by an inviscid vorticity dynamics for 
a large velocity ratio. Such a trend prevails in the streamwise inclined injection, 
compared with the normal injection. A pair of bound vortices accompanied with a 
complex three-dimensional flow is present in the downstream region of the jet exit 
as in the case of the normal injection, although its magnitude and range are different, 
and the strength of the bound vortex is strongly dependent on the velocity ratio. 
The interface between the jet and the crossflow is identified from the vorticity 
distribution. 

Introduction 
Many practical engineering applications involve jets in a 

crossflow. Depending on the flow configuration, two kinds of 
situations are encountered: internal and external flows. The 
internal flows include: jet injection to stabilize the flame or to 
dilute combustion products in a combustion chamber; jet im
pingement cooling of a gas turbine blade leading edge; and 
the jet flow during the take off or landing of a V/STOL. The 
external flows include: flow from a cooling tower or chimney; 
flow associated with waste water or cooling water discharged 
into a river or sea; and film cooling to protect a gas turbine 
blade surface from hot gas flow. 

The injection of a jet into the crossflow can alter the flow 
field substantially and result in a very complex three-dimen
sional flow structure. Many works on normally injected jets 
in the crossflow have been performed since Morton (1961), 
and Keffer and Bains (1963). Kamotani and Greber (1972) 
measured the average velocity, turbulent components and tem
perature distributions for the normally injected round jet in a 
crossflow. They found that the measured quantities were mainly 
dependent on the momentum flux ratio of the jet to the cross-
flow, and that a pair of counterrotating vortices existed. Chas-

'Present address: Department of Mechanical Engineering, Kum-Oh National 
University of Technology, Kumi, Kyungbook 730-701 Korea. 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-181. Associate Technical 
Editor: L. S. Langston. 

saing et al. (1974) defined a universal axial velocity profile 
from velocity measurements in the symmetry plane of cylin
drical and coaxial jets. Bergeles et al. (1976) studied the flow 
characteristics with the variation of velocity ratio through the 
flow visualization and static pressure measurement at the wall 
in the neighborhood of the jet exit. Moussa et al. (1977) found 
from three-dimensional velocity measurements in the near field 
of the jet exit that a pair of bound vortices are formed in the 
downstream region due to the reorientation of ring vortices 
emerging from the jet exit. They also suggested a method to 
identify the jet and crossflow interface based on mean vorticity 
distribution. Crabb et al. (1981) confirmed double vortex char
acteristics from turbulent component data and showed that 
this is associated with the fluid that escaped from the jet exit. 
Andreopoulos and Rodi (1984) experimentally studied the nor
mally injected round jet in the presence of boundary layer flow 
on a flat wall, and showed that the jet structure is strongly 
dependent on the velocity ratio. They also suggested two kinds 
of flow pattern with respect to the velocity ratio. Using a 
conditional sampling technique, Andreopoulos (1985) clarified 
that the jet from the injection hole affects the mean turbulent 
velocity components more than the crossflow, and suggested 
a new vorticity pattern and flow structure of normal injection 
jets in the crossflow. Studies on jets in the crossflow were 
reviewed by Rajaratnam (1976) and Demuren (1986). 

In the film cooling application, .the jet is usually injected 
making an acute angle with the crossflow, rather than the 
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' Trip wir Injection hole 

a = 35deg 

Fig. 1 Early flow description of a streamwise inclined jet in a crossflow 
and coordinates of present study 

normal injection. Figure 1 shows the early flow model of a 
streamwise inclined jet in a crossflow suggested by Goldstein 
et al. (1968). This qualitative description was drawn mainly 
based on studies such as Abramovich (1963) and Keffer and 
Baines (1963), not on three-dimensional flow measurements. 
As for the inclined jet, most of the studies were concerned 
with the measurement of the film cooling effectiveness and the 
heat transfer coefficient, although limited studies were con
ducted for the flow fields. There are some investigations (Yosh-
ida and Goldstein, 1984; Jubran and Brown, 1985; Pietrzyk 
et al., 1989) that contain only two-dimensional velocity meas
urements in the jet symmetry plane, but no detailed three-
dimensional measurements have been performed on the 
streamwise inclined jet in the crossflow. 

In the process of examining the previous researches on in
clined jets in the crossflow, some difficulties were encountered 
in figuring out the overall flow structure because of the lack 
of three-dimensional velocity data. In this study, experiments 
have been conducted to investigate the flow characteristics of 
the streamwise 35 deg inclined jets into a turbulent boundary 
layer on a flat plate. Flow is visualized by schlieren photographs 
for both normal and inclined jets of different velocity ratios 
or momentum flux ratios. Three-dimensional velocity com
ponents are measured with a five-hole directional probe, and 
streamwise vorticities are evaluated to define the jet and cross-
flow interface. 

Experimental Apparatus and Procedure 
The wind tunnel used in this experiment is an open-circuit 

type with a cross section of 0.4 m x 0.28 m. At a mean velocity 
of 10 m/s, uniformity and turbulent level are about 0.5 percent 

Flat plate 

Fig. 2 Schematic diagram of experimental arrangement 

and 0.2 percent, respectively. As shown in Fig. 2, the flow 
coming out from the wind tunnel is developing to the turbulent 
boundary layer flow right after the trip wire of the radius 0.5 
mm. The channel is made of a rectangular duct of 0.4 m x 0.2 
m. The jet exit is located at 0.45 m downstream from the trip 
wire. The injection pipe is 24 mm in inner diameter and 1.2 
m in length in order to make the pipe flow fully turbulent. 
Before entering the injection pipe, the injected air from the 
blower passes through a heat exchanger and a plenum chamber. 
The temperature difference between the crossflow and jet is 
maintained within 0.5 °C. 

A five-hole three-dimensional directional probe (United Sen
sor & Control model DC 125) 3.2 mm in diameter is used to 
measure three-dimensional velocity components in the neigh
borhood of the jet exit, and is positioned by a two-dimensional 
drive mechanism with stepping motors (Oriental Motors, 
PH266-03GK) and linear heads (Oriental Motors, 2LB10-3). 
Three-dimensional velocity components are determined by cal
ibration curves obtained from the relations among the pres
sures, flow angles, and velocity magnitude. Figure 3 is the 
schematic of a data acquisition system for the velocity and 
pressure. Probe traversing and velocity measurement are con
trolled by a personal computer (IBM XT) in an on-line system 
using a pulse-generating adaptor and GPIB. Scanivalve (Scan-
ivalve Corp.), which is also controlled by the computer, is used 
to measure the pressures from the five-hole probe in a proper 
sequence. Pressure signals are transformed to electric ones by 
a calibrated digital manometer (YEW 2573) and from these 
signals, 1024 data are sampled and averaged in a signal analyzer 
(IWATSU SM-2100) in which a 12-bit A-D converter is in-

N o m e n c l a t u r e 

D = inner diameter of injection 
pipe 

J = momentum flux ratio = 
pjUj/p^ui 

R = velocity ratio = £//£/„ 
r = radial distance from the center 

of the injection pipe 
ReD = Reynolds number = U^D/v^ 

U = x velocity component 
Ue = injection velocity at jet exit in 

the case of no crossflow 
Uj = spatially averaged mean veloc-

4 
lty at jet exit = — , 

•KD 

• I UJZirrdr 

V 
W 
x 

y 

z 

6* = 

free-stream velocity 
y velocity component 
Z velocity component 
coordinate in streamwise direc
tion, Fig. 1 
coordinate in upward direc
tion, Fig. 1 
coordinate in spanwise direc
tion, Fig. 1 
angle of inclination of injec
tion pipe, Fig. 1 
displacement thickness at ori
gin of coordinates 
momentum thickness at origin 
of coordinates 

Pj = 
Poo = 
* , = 

kinematic viscosity of cross-
flow fluid 
density of injection fluid 
density of crossflow fluid 
mean vorticity flux at jet exit 

,D/2 

Jft 

\Sl\-Ue-2irrdr 

fl = vorticity vector 
Qj = spatially averaged mean vortic

ity at jet exit = $/UjA 
Qx = streamwise vorticity 
Qz = spanwise vorticity 
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Hot-wire probe 5-hole probe Pilot tube 

r - r 
Table 1 Experimental conditions 

Probe traverse mechanism with stepping motor 

Hot-wire anemometer 

T" 

Scanivalve 
controller 

Digital manometer 

Motor 
controller 

Relay 

Signal analyzer with 12-bit A-D converter 

JE 
Relay 

drive circuit 

System controller 

(IBM PC XT) 
Adapter for pulse 

generation 

Fig. 3 Schematic diagram of data acquisition system 

stalled. The average values are transferred to the computer 
through the GPIB. 

Free-stream velocity, Um, is maintained at 9.65 m/s and at 
the origin of the coordinates, the displacement and momentum 
thicknesses are 2.10 mm and 1.62 mm, respectively. Two di
mensionality of the crossflow boundary layer near the jet exit 
in the spanwise direction is confirmed by measuring velocity 
profiles at two spanwise positions where z/D = A and - 4 . The 
Reynolds number based on the diameter of the injection pipe 
and free-stream velocity, ReD = U„D/v„, is 1.47 x 104. For flow 
visualization, schlieren photographs are taken by introducing 
C02 gas of mass concentration 0.99 into the injection pipe 
instead of air, and four different velocity ratios are considered 
to be R = 0.5,1.0,1.5, and 2.0, all with Pj/Pa> = 1.53. The three-
dimensional velocity measurements are conducted for R = 1.0 
and 2.0 on the six y-z planes, the locations of which are x/ 
D= -1, 0, 1, 2, 4, and 6. In each y-z plane, the measuring 
points are: y/D from 0 to 2.0 with an interval of DIM in 
upward direction; and z/D from 0 to 1.5 with an interval of 
D/6 in the spanwise direction. The experimental conditions 
are summarized in Table 1. 

The measurement error in the flow angle is estimated within 
about 1 deg. The accuracy of the measured pressures is roughly 
within 1 percent of dynamic pressure outside of the boundary 
layer. In order to have a precise global estimate on the accuracy 
of the measurements, the mass flux was calculated at each 
boundary surface of the velocity measurement arrays. As a 
result, the net mass flux across all the surfaces of the meas
urement control volume is balanced to within 0.5 percent of 
the total inlet mass flux, in spite of a high turbulence level in 
the near field of the jet exit. The results are compared with 
those of Yoshida and Goldstein (1984), which shows a good 
agreement (Lee, 1990). 

General Flow Structure of Normally Injected Jet in 
Crossflow 

The most important feature of the jet in a crossflow may 
be mutual deformation by the interaction between each other. 
The trajectory of the jet is deflected into the crossflow direc
tion, while the crossflow is altered as if it is blocked by a rigid 
obstacle. Moreover, the jet entrains the fluid from the cross-
flow during the interaction. This results in a different flow 
pattern from the one with a rigid obstacle. In addition, re
gardless of the velocity ratios, a very complex three-dimen
sional wake flow occurs in the downstream of the jet exit. In 
this region, the stream wise velocity is relatively small and the 
wake region grows proportional to the velocity ratio. Pressure 
drop in this region induces an inward motion transporting the 
fluid from the crossflow toward the jet symmetry plane with 

Flow visualization 

Velocity measurement 

(A. (m/s) 

9.65 

9.65 

D(mm) 

10 

24 

a(deg) 

35.90 

35 

i5'(mm) 

2.10 

2.10 

fl(mm) 

1.62 

1.62 

ReD 

0.59x10' 

1.47x10' 

P,lp. 

1.53 

1.00 

R, J 

fl = 0.5. 1.0, 2.0 
J=0.3B, 1.53.6.12 

R = 1.0. 2.0 
J =1.0. 4.0 

downwash of the jet. As the velocity ratio increases, this effect 
becomes more and more significant and the inward motion 
shows a behavior like a wall jet. Due to this effect, the wake 
is separated from the wall. For all the velocity ratios, a shear 
layer exists above the wake region, in which the streamwise 
velocity changes greatly. 

While moving downstream, both the shear layer and the wall 
jet region are reduced and the flow returns to the boundary 
layer type with a decrease in the jet effect. In the downstream 
region of the jet exit, there are two vortices rotating in opposite 
directions with respect to each other. It is known that these 
vortices originate from the vortex rings emanating from the 
jet exit and make the jet cross section the form of a kidney. 
As the jet flow is approaching its exit with a large velocity 
ratio, vortex lines build up concentric rings and the ring in the 
vicinity of the pipe wall has the maximum strength, while in 
the crossflow boundary layer, there exists a spanwise vorticity, 
- Qz. As these vortex rings are escaping from the exit, a pair 
of bound vortices are formed as a consequence of reorientation 
and stretching (Moussa et al., 1977). Though this secondary 
flow of bound vortex type is originally generated from the 
pipe flow, this may also be produced by shearing between the 
jet and the crossflow. In particular, when the velocity ratio is 
large, the shear at the boundary surface plays an important 
role in the formation of vorticity (Andreopoulos and Rodi, 
1984). On the other hand, the spanwise vorticity in the cross-
flow boundary is stretched and converted into streamwise vor
ticity due to the turning of the crossflow around the jet near 
the wall right before the jet exit. This converted streamwise 
vorticity forms a horseshoe vortex similar to that encountered 
in the boundary layer flow with a rigid obstacle. This horseshoe 
vortex always rotates in the opposite direction with respect to 
the bound vortex. However, since its strength is much weaker 
compared with the bound vortex, this seems to be suppressed 
by the bound vortex except in the case of a large velocity ratio. 
There is some evidence given by Andreopoulos and Rodi (1984) 
that the horseshoe vortex is swept into the hollow of the kidney-
shaped jet field underneath the bound vortex. 

Results and Discussion 

Flow Visualization. The previous visualization studies on 
jets in a crossflow by using a fog of paraffin oil droplets 
(Andreopoulos, 1985) or dry ice vapor (Ramsey and Goldstein, 
1971; Goldstein et al., 1974) could not clearly explain the flow 
field near the jet exit, especially in the case of a relatively large 
injection velocity. In this study, the above-mentioned diffi
culties were avoided by using a schlieren optical system and 
spark light source, with which we were able to visualize the 
instantaneous flow structures clearly. 

Figure 4 shows the instantaneous pictures of normal injec
tion jets in the crossflow with the variation of velocity ratio, 
R= Uj/Um, or momentum flux ratio, J=pjUj/pa>Ul,. The re
sults are presented for i? = 0.5, 1.0, and 2.0, which are equiv
alent to .7=0.38, 1.53, and 6.12, respectively. As the velocity 
ratio increases, the injected jet penetrates the crossflow more 
deeply .When R is 0.5, the fluid from the j et exit is significantly 
bent toward the wall near the jet exit, and the flow is converted 
into a very complex turbulent motion with large-scale eddies. 
The interface between the injected jet and crossflow exhibits 
a highly intermittent behavior and a large-eddy structure. Also, 
the irregular C02 mass concentration near the jet exit shows 
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(b) R= 1.0, J= 1.53

(a) R = 0.5, J = 0.38

(b) R= 1.0, J= 1.53

{c)R=2.0.J=6.12

Fig. 4 Short·exposure schlieren photographs for normal injection

a strong interaction of the jet with the crossflow. On escaping
from the jet exit, the injected jet is bent toward the wall and
fills up the near-wall region in the downstream. This means
that there is little inward motion induced by the pressure drop
caused by the presence of the jet. Therefore, in a small velocity
ratio, the flow in the downstream region of the jet exit is mainly
occupied by the injected fluid. When the velocity ratio becomes
1.0, the scale of the turbulence is smaller than that of R = 0.5,
but the jet region is more widely extended. In the upstream
edge of the jet exit, the injected fluid tends to decelerate with
the crossflow and a rolling-up of the shear layer is observed
just as in a turbulent free jet from a circular pipe injected into
stationary surroundings. On the other hand, in the downstream
edge of the jet exit, the ring vortices emanating from the in
jection pipe are considerably deformed due to the acceleration
with the crossflow. These vortices are stretched in the z di
rection near the downstream edge of the jet exit and are bundled
up to form bound vortices as proposed by Andreopoulos (1985).
When the velocity ratio reaches 2.0, the jet is clearly separated
from the wall, and no injection fluid can be seen near the wall.
In the normal injection case, a rolling-up of the shear layer
and tilting process of ring vortices always exists regardless of

100 I Vol. 116, JANUARY 1994

(a) R = 0.5, J = 0.38

(c) R= 2.0, J= 6.12

Fig. 5 Short·exposure schlieren photographs for streamwise inclined
injection

the velocity ratios. Accordingly, the reorientation of ring vor
tices dominates the downstream flow of the jets in the crossflow
and results in a very complex three-dimensional turbulent flow.

Short-exposure schlieren photographs of streamwise 35 deg
inclined jets are shown in Fig. 5. Flow conditions of these
photographs are the same as those of normal injection except
for the injection angle. For a small velocity ratio, R = 0.5, the
injected fluid is confined to the restricted region near the wall
and the downstream flow is affected by the crossflow signif
icantly. In the case of the inclined injection, the jet trajectory
approaches the wall and the flow scale is smaller, compared
to that of the normal injection. When the velocity ratio be
comes ·1.0, the injected jet influences the flow fields more
widely and near the wall, there is a region where CO2 concen
tration is nearly zero. But the rolling-up of the shear layer,
observed in the upstream edge of the jet exit in the normal
injection case, does not exist in the inclined injection case. As
the velocity ratio reaches 2.0, the injected jet is separated from
the wall abruptly, and it seems that the jet is not affected by
the crossflow . Moreover, the injected jet maintains its structure
far downstream with a relatively small inter~ction with the cross
flow, and the potential core region is extended to the down-
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Fig. 6 Contours of x-directional velocity, WUm for R=1.0 

stream region of the jet exit by about three times of the pipe 
diameter. In the downstream region, the flow field can be 
divided into three regions: wake region, jet region, and free-
stream region. At some distance downstream, a region with 
no injected fluid can be observed between the wall and the jet. 
The presence of this region with nearly zero C 0 2 concentration 
implies that a strong inward motion toward the jet symmetry 
plane due to the pressure drop in the wake region is produced 
underneath the jet trajectory. In addition, by studying the 
schlieren photograph for R - 2.0, we found that the jet region 
was also divided into two parts by a dark strip starting from 
the downstream edge of the jet exit, which diminishes while 
moving downstream. This strip is attributed to the changes in 
the optical path in the y direction, resulting from the kidney-
shaped jet cross section. The two sections of fluid moving 
toward the jet symmetry plane in each side of the jet near the 
wall inevitably collide with each other, and then the collision 
forces the crossflow fluid near the symmetry plane to move in 
the upward direction. Accordingly, the jet cross section is 
deformed into a kidney shape as a result of the upward motion. 
On moving downstream, the C0 2 concentration is lowered and 
is uniformly distributed by the three-dimensional mixing of 
the injected fluid with the crossflow fluid. 

In the stream wise inclined injection, the entrainment of 
crossflow fluid near the jet boundary is much less compared 
to that of normal injection, and the jet boundary is well de
fined. Regardless of the injection angle, the jet flow is mainly 
dominated by the turbulent transport for the small velocity 
ratios. On the other hand, it is influenced by the inviscid 
vorticity dynamics for the large velocity ratios. Such a trend 
prevails in the inclined jet. 

Mean Velocity. Distributions of streamwise velocity, 
f//t/oo, for R = 1.0 at each measurement plane in the case of 
the inclined injection are presented in Fig. 6. From the over
view, while moving downstream, the jet boundary is growing 
and after the jet escapes from the exit completely, it is signif
icantly bent by the crossflow. Figure 6(a) shows the velocity 
contours in the y-z plane at x/D = - 1 . In this plane, the 
velocity distribution is similar to that of the boundary layer 
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Fig. 7 Projection of velocity vectors on y-z plane for R = 1.0 

except for the near-field of the jet exit. At x/D = 0, the velocity 
distribution changes remarkably. The result shows that the 
injected jet is accelerated in the streamwise direction and is 
forced to move toward the wall by the crossflow, which pushes 
the boundary layer fluid out in the z direction. The jet effect 
is extended up to where z/D is about 1.0. When x/D reaches 
unity, a wake region exists where U/U„ is very small just below 
the jet, which is located at about y/D = 0.5. Between the jet 
and the wake region, there exists a shear layer with a large 
velocity gradient. In the y-z plane where x/D is 2, the jet 
region is extended to the outer side of the boundary layer, but 
the velocity gradient is reduced by the momentum diffusion 
and shearing between the jet and the crossflow. 

Figure 7 shows the secondary flow pattern in the y-z planes 
for R = 1.0. At x/D = - 1, it can be seen that over the jet exit, 
the j-directional velocity component has a relatively large value. 
But in the region where z/D is larger than 0.5, only the spanwise 
velocity exists near the wall. The flow parallel to the wall is 
due to the injection of the jet, which results in pushing the 
boundary layer fluid out in the spanwise direction. At x/D = 0, 
the overall trend of the secondary flow is similar to that at x/ 
D=—\, but near the wall, the flow in the -z direction is 
observed in a very narrow region at about z/D = 0.75. In spite 
of the presence.of the inward motion, there is still an outward 
flow in the region where z/D is larger than 1.0. At x/D= 1, 
the secondary flow forms a complete streamwise vortex, the 
so-called bound vortex. The somewhat irregular motion at 
about z/D= 1.0 near the wall is due to the inward motion 
induced by the bound vortex, which is balanced to the outward 
flow generated by the jet on either side of the jet exit. When 
x/D reaches 2, the center of the bound vortex moves upward, 
and the bound vortex seems to be fully established. In partic
ular, a separation of the secondary flow near z/D= 1.0 occurs, 
which is due to the momentum balance between the inward 
and outward flows. 
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Fig. 8 Contours of x-directional velocity, U/U„, for R = 2.0 

z/D 

(c) x/D = 2 

Figure 8 represents the velocity contours of U/Um for R = 2.0. 
While moving downstream, the jet region where U/Ua is larger 
than the free-stream velocity is extended, and after escaping 
from the jet exit, the jet cross section is converted into the 
kidney shape. Just above the exit, the velocity contours are 
concentrated near the jet exit with a large velocity gradient. 
When x/D reaches 2, the jet effect spreads out to the whole 
measuring region and the maximum velocity location moves 
up to about y/D = 1.2. In Fig. 8(c), the dotted line indicates 
the jet and the crossflow interface defined by the method 
proposed by Moussa et al. (1977). The procedure to determine 
the interface will be discussed later. In the jet symmetry plane, 
where z/D = 0, it can be seen that the flow may be divided into 
three regions: wake region, jet region, and free-stream region 
along the y direction. Between each region, two shear layers 
exist where the velocity gradient is large. The velocity gradient 
in the shear layer between the wake and jet is much larger. 
Such a flow structure is sustained by the crossflow fluid en
tering the wake where a large pressure drop has taken place 
under the jet region. The inward motion makes the velocity 
contours bend toward the jet symmetry plane near z/D = 0.5. 
In the y-z plane where x/D = 4 (Fig. 8(d)), the shear layers at 
x/D = 2 become extinct due to the shearing between the jet and 
the crossflow, and the flow returns to the boundary-layer type. 

Figure 9 shows the secondary flow pattern in the y-z plane 
for R = 2.0. At x/D= -1, we observed that the injected jet 
forced the fluid in the boundary layer to move in both upward 
and span wise directions. In particular, when z/D is more than 
0.5, the outward motion parallel to the wall is much stronger. 
In contrast to the result of R = 1.0, there is little spanwise 
velocity component right above the jet exit, which indicates 
that for R = 2.0, the injected jet is less influenced by the cross-
flow than for R = 1.0. When x/D reaches 0, the streamwise 
vortex develops as in the case of R = 1.0, although the strength 
and range of the vortex are quite different from each other. 
The inward flow of the crossflow fluid toward the jet symmetry 
plane produces a pair of vortices. It is noted that on the right 
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Fig. 9 Projection of velocity vectors on y-z plane for R = 2.0 

side of the bound vortex near the wall, an irregular secondary 
motion is produced due to the interaction between the outward 
flow shown in Fig. 9(a) and the inward motion caused by the 
bound vortex. When x/D reaches 2, the center of the bound 
vortex moves upward, and a strong inward flow under the 
center of the bound vortex is present. In addition, a pair of 
well-organized vortices in the streamwise direction is devel
oped. However, the irregular motion generated at x/D = 0 is 
swept away by the strong inward flow here. This inward motion 
toward the jet symmetry plane colliding with one from the 
other side of the symmetry plane results in an upward flow 
near the symmetry plane. Such a flow structure forms the jet 
and crossflow interface into a kidney shape denoted by a dotted 
line in Fig. 9(c), and this movement of the crossflow fluid plays 
an important role in maintaining the jet structure far down
stream. At x/D = 4.0, the bound vortex still keeps its structure, 
but loses its strength significantly. 

Figure 10 shows contours of V/Um at x/D-2 for R = 2.0. 
When x/D reaches 2, the position of the maximum of V/Um 
lies just below the jet trajectory, which indicates that in the 
region where x/D is larger than 2, the crossflow fluid in the 
wake region has a larger .y-directional momentum than the 
injected fluid. Therefore, the indirect contribution of the pres
sure drop induced by the presence of the jet is more important 
than the direct contribution of the .y-directional momentum 
out of the jet exit, to preserve the V/Ua at some downstream 
positions. 

Contours of W/Um is shown in Fig. 11. At x/D —2, the 
inward flow toward the jet symmetry plane is developed well 
below the jet and the maximum value of W/Ua reaches about 
half the free-stream velocity and decreaseswhile moving down
stream. 
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Fig. 10 Contours of y-direction velocity, VIUm at x/D = 2 for fl = 2.0 
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Fig. 11 Contours of z-direction velocity, WIUm at x/D = 2 for fl = 2.0 

Comparison of the velocity profiles of the present 35 deg 
inclined jet with those of the normal jet obtained by Andreo-
poulos and Rodi (1984) is shown in Fig. 12. In their study, the 
origin of coordinates is positioned at the center of the jet exit, 
not on the downstream edge of jet exit. In addition, free-stream 
velocity was maintained at 13.9 m/s and the Reynolds number 
based on the free-stream velocity and injection-hole diameter 
was 4.1 xlO4. The dotted lines stand for the results of the 
normal injection and the symbols represents the present results. 
Figure 12(a) shows that in the case of the normal injection, 
the velocity deficit in the wake region is much larger than that 
of the 35 deg inclined injection. Generally, in the case of a 
normal jet, a reverse-flow region is always found in the wake 
region, especially for a large velocity ratio such as R = 2.0. 
However, in the present inclined injection, no reverse flow 
zone has been observed even for R = 2.0. Figure 12(6) shows 
the ̂ -directional velocity component variation along the y di
rection. In the normal injection case, we can see two downward 
flow regions near the wall and y/D = 2, but no such flow exists 
in the present inclined injection case. Moreover, the magnitude 
of the ^-directional velocity component is much larger in the 
inclined injection case than in the normal injection case, even 
though the y component of normal jet velocity is larger than 
that of inclined jet velocity for the same velocity ratio. This 
implies that the induced flow into the wake is much stronger 
in the inclined injection case than in the normal injection case, 
z-directional velocity profiles at z/D = 0.5 (Fig. 12(c)) also show 
that the bound vortex region in the 35 deg injection case is 
much closer to the wall compared to the normal injection case. 
From the above comparisons, it is noted that the secondary 
motion in the inclined injection is much stronger and the gra
dient of pressure drop in the wake of the inclined jet may be 
much larger than that of the normally injected jet. 
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Fig. 12 Comparison of velocities of present study (35 deg injection) 
with those of Andreopoulos and Rodi (90 deg injection) for ft = 2.0 

In the near field and some downstream region of the jet, 
the result of the velocity measurement is compared with that 
of the flow visualization, even though the flow conditions are 
somewhat different. Figure 13 shows the superposition of the 
velocity vectors in the jet symmetry plane for J= 4.0 (R = 2.0) 
upon the schlieren photograph for J= 3.45 (R = 1.5). When x/ 
D = 0, the jet boundary in the photograph coincides with the 
position where the velocity magnitude is significantly decreas
ing. As discussed in the previous flow visualization, the jet 
trajectory is divided into two parts by a dark strip. This strip 
is attributed to the change in optical disturbance resulting from 
the kidney-shaped cross section. Between the strip and wall is 
the wake region. At x/D = 2, velocity vectors show that in 
wake region, the x-directional velocity component is very small 
compared with the free-stream velocity, but the ^-directional 
velocity component has a relatively large value. While moving 
downstream, the velocity profile is flattened and finally be
comes the boundary-layer type. It is also noted that at x/D = 2, 
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Fig. 13 Comparison ot the result ot velocity measurement in jet sym·
metry plane (J=4.0) with that ot flow visualization (J=3.45)
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Fig. 14 Contours of streamwise vorticity, flx/{lj. for R = 2.0

vortex. At x/D=2, near jet symmetry plane where y/D is
roughly 1.0, there exists a region where Ox/Oj is relatively small,
which is surrounded by the region with positive vorticity. This
region is considered as the potential core observed in the present
flow visualization, and coincides with the inside of the jet and
crossflow interface.

Jet and Crossflow Interface. As for the turbulent mixing
flow, it is very difficult to define the interface clearly. In
general, since flow variables and its derivatives vary contin
uously, many problems are concerned with determining the
interface between the jet and the crossflow. Despite the dif
ficulties, there are several yardsticks to measure the interface.
These include turbulent intensity, velocity profile, turbulent
microscale, and mean vorticity.

Generally speaking, the locations where turbulent intensity,
shear force associated with mean velocity gradient, and mean
vorticity have their maxima, do not usually coincide with each
other. However, from the results of Moussa et al. (1977), it
has been found that the ridges of the maximum values in
turbulent intensity and mean vorticity are sufficiently close to
each other. Therefore, in this study, the interface is determined
using the mean vorticity. Since the jet is injected with an acute
angle to the crossflow , it is reasonable to define the interface
using the vorticity in the flow direction, ax' Figure 14(c) shows
howthe interface is determined from the vorticity distribution.
When moving from the crossflow region to the jet region, a
point with a maximum of ax/Oj has to be encountered. The
trajectory connecting the points is defined as the jet and cross
flow interface. In Fig. 15, the development of the jet and
crossflow interface in the streamwise direction is illustrated.
While moving downstream, the interface is extended in both
y and z directions. When x/D reaches unity, the lower part of
the interface is separated from the wall, and the jet cross section
is finally deformed into kidney shape at x/D=2.
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From this equation, the spatial mean vorticity averaged over
the jet exit is evaluated as

;r.. JD!2~. 7r 2
OJ=_J_=-- r·dUeUy4 Uy4 0

the boundary of the jet trajectory near the wall coincides ap
proximately with the center of the bound vortex, which is
located at y/D = 0.5 in Fig. 9(c).

The early flow description shown in Fig. 1 seems to be quite
misleading in comparison with the present results. Contrary
to Fig. 1, only one pair of streamwise vortices exist in the jet
cross section as can be seen in Fig. 9(c). From the present three
dimensional measurements, we confirmed that the secondary
motion in the jet cross section is strong enough to alter the
whole flow structure, especially for a large velocity ratio. Ac
cordingly, the pre-existing investigations based on two-dimen
sional velocity measurements of the inclined jet in the crossflow
are not sufficient to account for the actual flow phenomenon.

Mean Vorticity Distribution. We observed from the flow
visualization that the flow characteristics of the jet in a cross
flow are dominated by an inviscid vorticity dynamics for a
large velocity ratio, especially in the case of a streamwise in
clined jet. Accordingly, for a clear understanding of a vorticity
structure and identification of the jet and crossflow interface,
the vorticity in the flow direction, Ox, is evaluated from the
cross-sectional velocities, Vand W. Ox may be determined from
the circulation in the y-z plane. In the following figure, Ox is
nondimensionalized by the spatial mean vorticity at pipe, aj •

Since the direction of the vorticity coming from the jet pipe
is always parallel to the pipe wall, the mean vorticity flux may
be defined as

D!2 D!2

<Pj=t Inl.Ue.27rrdr=111 r·dU; (1)

where A is the cross-sectional area of the pipe and Ue is the
velocity measured at the jet exit when there is no crossflow .
The values of the mean vorticity flux, <Pj' and the mean vor
ticity, OJ, calculated from the above equations, are 15.9 m2

/

S2 and 1832/s, respectively.
Figure 14 shows the dimensionless vorticity, Ox/Oj at each

cross section. In the present coordinate system, vorticity due
to the bound vortex always has a positive value. In Fig. 14(a),
Ox/Oj has its maximum value at z/D= 0.5. This coincides well
with the jet and crossflow interface. Along the downstream,
the bounds containing positive vorticity, the bound vortex
region, is enlarged and the maximum location of the positive
vorticity corresponds approximately to the bound vortex cen
ter. The vorticity in the streamwise direction has its maximum
in the plane ofx/D = 0, and a gradual decrease in the magnitude
in the downstream region brings about weakening of the bound
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Conclusion 
In the present study, experiment on the streamwise 35 deg 

inclined jets injected into the crossflow boundary layer on a 
flat plate has been conducted by flow visualizations and three-
dimensional velocity measurements. Several observations are 
noted and summarized below. 

From the flow visualization study, we found that the jet 
flow was mainly dominated by the turbulence for a small 
velocity ratio, but it is likely to be influenced by an inviscid 
vorticity dynamics for a large velocity ratio. Such a trend 
prevails in the streamwise inclined injection, in comparison 
with the normal injection. When the velocity ratio is small, 
the fluid from the jet exit is bent toward the wall. Therefore, 
it seems that only injected fluid in some downstream region 
of the jet exit exists. But for a large velocity ratio, the injected 
jet is separated from the wall abruptly, so only the crossflow 
fluid is filled in the region between the wall and the jet tra
jectory. In the inclined injection, the jet maintains its structure 
far downstream with a relatively small interaction with the 
crossflow and the potential core region is extended to a certain 
downstream position. In addition, the entrainment of the 
crossflow fluid near the jet and crossflow interface is much 
less in comparison with the normal injection. 

Three-dimensional velocity measurements show that a pair 
of bound vortices accompanied with a complex three-dimen
sional flow exist in the downstream region of the jet exit as in 
the case of the normal injection, and the range and strength 
of the bound vortices are strongly dependent on the velocity 
ratio. However, in the present inclined injection, no reverse 
flow zone can be observed even for R = 2.0 and the secondary 
motion is much stronger. The occasion of the secondary flow 
in the y direction is mainly due to the pressure drop in the 
wake region, whereas the y directional momentum of the jet 
makes a minor contribution. 

From the present results, it can be confirmed that the sec
ondary flow pattern in the early flow model is not realistic 
and moreover, the three-dimensional flow characteristics are 
so dominant that the previous two-dimensional measurements 
in the jet symmetry plane are not sufficient to account for the 
flow structure of the jets in the crossflow, especially for a large 
velocity ratio. 
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Behavior of the Laterally Injected 
Jet in Film Cooling: Measurements 
of Surface Temperature and 
Velocity/Temperature Field Within 
the Jet 
This paper describes the behavior of the injected jet on the flat surface in lateral 
injection of the film cooling. Simultaneous velocity and temperature measurements 
were made by the double-wire probe. The test surface was also covered with an 
encapsulated temperature-sensitive liquid crystal. The image processing system based 
on the temperature and hue of the liquid crystal calibration provides the surface 
temperature distributions. The tests were conducted at three mass flux ratios, 0.5, 
0.85, and 1.2. The laterally injected jet has an asymmetric structure with a large 
scale of vortex motion on one side caused by the interaction with the primary stream. 
Asymmetry is promoted with mass flux ratio increased, resulting in low film-cooling 
effectiveness. 

Introduction 
A continued effort to increase the turbine inlet temperature 

has been made over the last decades. Film cooling is one of 
techniques that may satisfy the requirements for thermal pro
tection of the exposed turbine blade from hot combustion 
gases. Although many experimental works on film cooling have 
been undertaken to provide design data, recent emphasis is 
placed on more detailed work on the jet behavior or a combined 
effect of the individual parameters by Sinha et al. (1991) and 
Honami and Fukagawa (1987). The interaction of the vortex 
generator and the injected jet through a single hole was in
vestigated in the application of the film cooling by Ligrani et 
al. (1991). Even though there has been a lack of understanding 
of the behavior of the laterally injected jet, Compton and 
Johnston (1992) studied the fluid dynamics behaviors of the 
jet from a single hole from the viewpoint of the control or 
suppression of turbulent boundary layer separation by a vortex 
generator jet. Discrete-hole injection offers some complexity 
such as the three-dimensional nature on the fluid dynamics 
and heat transfer behaviors. As most of the studies have been 
made individually on the surface heat transfer or the fluid 
dynamics behaviors of the injected fluid in lateral injection, 
there has been no detailed study dealing with the integrated 
results of the individual aspects. 

The objective of the present research is to obtain under-
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standing of the injected jet behavior and its film-cooling ef
fectiveness in lateral injection with mass flux ratio varied. The 
present paper provides detailed data of both velocity/temper
ature fields within the injected jet and temperature field on 
the surface in lateral (spanwise) injection from a row of the 
holes. Emphasis is placed on the measurement of the velocity/ 
temperature fields in the jet by using a double-wire probe, i.e., 
a constant-temperature type of hot-wire anemometer and a 
constant current type of thermo-resistance meter. Another 
measurement also focuses on the temperature fields on the 
surface, i.e., film-cooling effectiveness from the image proc
essing of temperature sensitive liquid crystal. The results ob
tained for the three mass flux ratios of 0.5, 0.85, and 1.2 will 
be discussed. 

Experimental Apparatus and Techniques 
Figure 1(a) shows a schematic of the experimental test rig. 

A two-dimensional 10:1 contraction nozzle is followed by a 
flat surface test section of 900 mm in length, 600 mm in width, 
and 100 mm in height. The tripping wire was installed at the 
inlet of the flat surface to provide a turbulent boundary layer 
over the test region. 

Figure 1(6) shows a cross section of an injection hole looking 
downstream. Five holes in a row spaced five hole diameters 
apart are located 430 mm downstream of the trip. The hole 
pitch of five was selected, since a wide spread of the injectant 
is expected in lateral injection. A row of injection holes having 
a diameter of 10 mm is arranged at a pitching angle of 30 deg 
to the surface and an injection angle of 90 deg to the streamwise 
direction. The secondary air is injected at a higher temperature 
than the primary stream as in many studies of film cooling. 
The injected air is heated through the brass tube wrapped with 
a ribbon type of nickel-chrome heater and insulator. 

Figure 2 shows a double-wire probe. It provides simulta-

- 2 . 0 - 1 . 0 

2.5 

3.0 

" T — i — i — i — i — r ~ 

3.0 

Fig. 4(a) M = 0.50 

neous velocity and temperature measurements by a constant-
temperature hot-wire anemometer with a tungsten wire 5 um 
in diameter and 1 mm in length and a constant current thermo-
resistance meter with a tungsten wire 5/xm in diameter and 2 
mm in length. Temperature compensation of the hot wire was 
made by an output voltage of the thermo-resistance meter. 
The injected air temperature was maintained 55 K above that 
of the primary stream. 

Figure 3 shows an image processing system by taking the 
image of the thermotropic liquid crystal by a black and white 
CCD camera. The test surface was covered with a thin sheet 
of encapsulated temperature-sensitive liquid crystal to visualize 

Nomenclature 

D = injection hole diameter 
/ = momentum flux ratio = 

PiUl/p„Ul 
M = mass flux ratio = p2U2/ 

PmUa, 
T = time-averaged temperature 

U = time averaged velocity 
X, Y, Z = coordinate, see Fig. 1(a) 

6 = nondimensional tempera
ture = (T-Tm)/(T2-T^ 

4> = injection angle to stream-
wise direction 

Subscripts 
oo = primary stream 
2 = secondary injected jet 
w = surface 
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Fig. 4(b) M = 0.85 

Table 1 Experimental conditions 
Mass flux 

ratio 
Density 
ratio 

Momentum 
flux ratio 

0.50 

0.85 

1.20 

0.85 
0.95 
0.85 
0.95 
0.85 
0.95 

0.294 
0.263 
0.850 
0.761 
1.694 
1.516 

the surface temperature fields. The individual image data of 
three principal colors were taken through the camera with three 
kinds of optical filter resolved into red, green, and blue. The 
hue is obtained through the reduction process of the data 
above; noise is eliminated by a spatial filter by using an image 
processor and a personal computer. The image processor with 
high resolution of 512 by 512 pixels and intensity resolution 
of 8 bits was employed. The hue and temperature calibration 
for the liquid crystal was conducted at the outlet of the cali
bration wind tunnel in which the air temperature can be con
trolled by a heater. The temperature of the injected air is 18 

Fig. 4(c) M = 1.2 

Fig. 4 Time-averaged temperature contours, 0 

K above the fluid temperature of the primary stream because 
of the limitation of measurable range of the liquid crystal. 

All the tests were conducted in the primary air with the free-
stream velocity of 13.5 m/s. The momentum thickness Reyn
olds number at the test section is 1100. The ratio of displace
ment thickness to the injection hole diameter is 0.18-0.20 at 
the test section. Table 1 shows the test condition of the sec
ondary injected air and the primary stream. The density ratio 
is kept constant at 0.85 for the double-wire measurement and 
at 0.95 for the liquid crystal one. 
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Results and Discussion 

Temperature Profiles in the Jet. Figure 4 shows contours 
of the nondimensional time-averaged temperature measured 
by the double-wire probe for different mass flux ratios. The 
injection hole center is located at Z = 0 in the figure. An 
arrow indicates the injected jet orientation at the hole. The 
pattern of isotherms shows asymmetry with respect to the jet 
center in lateral injection. The primary stream with low tem
perature penetrates into the bottom of the jet in the left side 
of the injected jet looking downstream, whereas no penetration 
of the low-temperature fluid occurs in the right side. 

Such asymmetry is maintained in the downstream direction. 
The peak temperature in the jet center decreases rapidly near 
the injection hole and more slowly in the farther downstream 
region. For higher mass flux ratio, the injected jet lifts up into 
the primary stream. The primary stream penetrates deeply into 
the left side of the jet and the jet bottom in the right side still 
remains near the surface. The high-temperature region in the 
jet center among the different mass flux ratios near the injec
tion hole is located near the surface for low mass flux ratio, 
but far from the surface for higher mass flux ratio. In partic
ular, it is observed in the upper left side at mass flux ratio of 
1.2. 

Velocity Profiles in the Jet. Figure 5 shows the time-av
eraged velocity contours, U/Ua. The data at X/D = 2 were 
discarded, since the injected jet was forced to change from 

lateral to streamwise direction of the flow by the primary 
stream near the hole, and then the single hot wire was not 
suitable for the measurement in the highly three-dimensional 
flow field with high turbulence intensity. The profiles show 
asymmetry with respect to the jet center as in the temperature 
profiles, although asymmetry was not so clear as the temper
ature ones for low mass flux ratio. The local, high-velocity 
region is observed around the jet, because the primary stream 
is accelerated by getting over the injected jet. At the farther 
downstream station, boundary layer becomes thin in the left 
side of the jet. As the mass flux ratio is increased, the local 
acceleration of the primary stream and the thinning of the 
boundary layer are promoted. The injected jet shows the iso
lated contours that correspond to the jet center, since the 
location of the locally low velocity region coincides with that 
of the locally high temperature region, i.e., the jet center. 

Compton and Johnston (1992) obtained velocity vector and 
velocity contours in the experiments of the vortex generator 
jet, as shown in Fig. 6. Their experiment is almost the same 
as the present one, except for the pitching angle of 45 deg and 
the hole diameter of 6.35 mm. They observed a clear vortex 
motion in the laterally injected jet at the velocity ratio of 1.0, 
which corresponds to a mass flux ratio of 0.85 in the present 
experimental condition, the density ratio being 0.85. They also 
found that the maximum vorticity became large with increasing 
velocity ratio, VR, from 0.7 to 1.3. The jet boundary indicated 
asymmetry like the present injected jet. The maximum vorticity 
levels were strongly dependent on the velocity ratio, VR, and 
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Fig. 5(c) M = 1.2 

Fig. 5 Time-averaged velocity contours, U/Ux 

a skew angle, which was the injection angle in the present 
paper. An optimal skew angle that might offer the best per
formance in suppression of separation, in other words, strong 
vortex motion, might be between 45 and 90 deg. 

As a result, a large scale of one vortex motion was confirmed 
in the laterally injected jet by Compton's experiment. It is 
shown through comparison with their result that the jet be
havior is dependent on the vortex intensity induced by the 
primary stream, i.e., the vorticity in the jet. Hence, the primary 
stream promotes the vortex motion in the left side of the jet 
and suppresses it in the right side. This vortex motion causes 
the injected jet to detach from the surface with increased mass 
flux ratio. 

Surface Temperature Profiles. Figure 7 shows the tem
perature contours on the surface of the test section in lateral 
injection. The nondimensional surface temperature corre
sponds to film cooling effectiveness, since the definition is the 
same as each other. The direction of the injection is in the 
positive span wise z-direction. The broad band of the temper
ature contours of 0.2 is observed due to the calibration of the 
liquid crystal in which the curve has a weak sensitivity to 
temperature in this temperature range. The high-temperature 
region is located in the positive spanwise direction as the mass 
flux ratio becomes large. The injected jet for mass flux ratio 
of 0.5 covers the wide region of higher temperature, while the 
low temperature region is obtained for the high mass flux ratio 
of 1.2. 
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Fig. 6 Experiment of vortex generator jet from Fig. 2 by Compton and 
Johnston (1991) 

The locally low temperature region is observed near the 
injection hole, i.e., X/D = 1 and Z/D = - 1 , even though 
the effect of the thermal conductivity near the injection hole 
is considered because of the thinner insulator than that of the 
test surface, as shown in Fig. \(b). This feature becomes more 
marked with increasing the mass flux ratio. The sharp kink of 
isotherms of 6 = 0.35 for mass flux ratio of 0.5, and 6 = 0.30 
for mass flux ratio of 0.85 and 1.2, are shown in the figures. 

Injected Jet Behavior. Figure 8 shows the combined tem
perature fields obtained from the measurements by the double-
wire probe and the liquid crystal. The near-surface temperature 
in the injected jet measured by the probe corresponds to the 
surface temperature distribution by the liquid crystal. Maxi
mum surface temperature shifts in the spanwise direction as 
the jet proceeds in the downstream direction. The spanwise 
location of the maximum temperature in the jet deviates from 
the geometric center of the jet with increasing mass flux ratio, 
because the rolling down of the primary stream results in the 
low surface temperature in the downwash region of the left 
side of the jet. But the high surface temperature is obtained 
in the right side due to the attached jet without the vortex 
motion. The exact behavior of the injected jet could not be 
expected from only the measurement of the surface temper
ature field in lateral injection. Furthermore, the isothermal 
line downstream of the hole shows a large kink, as mentioned 
before. This is more evidence that the rolling down of the 
mainstream beyond the injected jet occurs close to the injection 
hole. Such behavior of the jet produces a local change in film-
cooling effectiveness, and causes damage of the blade material 
near the hole because of unexpected thermal stress. It is worth 
noting that the asymmetric feature of the laterally injected jet 
is easily understood by the combined results on the temperature 
measurements on the surface and within the injected jet. 

Figure 9 shows a sketch of the jet behavior and the inter
action of the jet and the primary stream based on the results 
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(a) M = 0.50 

(b) M = 0.85 
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Fig. 8 Time-averaged temperature field 

Fig. 9 Jet behavior in lateral injection for low mass flux ratio 
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obtained from the above-mentioned measurements for low 
mass flux ratio. Goldstein et al. (1970) showed the flow field 
associated with a laterally inclined jet with a large-scale, two-
vortex structure. The laterally injected jet observed by the 
present experiment has the asymmetric structure with a large-
scale, one-vortex motion promoted by the primary stream in 
the left side of the jet. The question is why the vortex motion 
cannot be observed in the right side as in streamwise injection. 
It may be considered that a skewed boundary layer develops 
on the surface close to the hole because of strong streamline 
curvature of the jet, and then the vorticity in the skewed bound
ary layer is canceled by the rolling up of the primary stream 
in the right side because of the opposite sign of the vorticity. 
Therefore, understanding of such features results in improve
ments in film-cooling performance. The suppression of the 
vortex motion in the left side is a key technology to obtain a 
higher film-cooling effectiveness, besides the wide spread of 
the jet in the spanwise direction with the mass flux ratio in
creased. 

Conclusions 
Detailed measurements of the laterally injected jet on the 

velocity/temperature field by a hot-wire anemometer and a 
thermo-resistance meter and the surface temperature field by 
the temperature-sensitive liquid crystal were conducted. The 
following conclusions were obtained: 

1 The laterally injected jet has an asymmetric structure 
with a large-scale vortex motion promoted by the primary 
stream on one side of the jet, but suppressed on the other side. 

2 There is a little contribution to the film-cooling on one 
side with the vortex motion, whereas high film-cooling effec
tiveness is obtained on the other side. 

3 The asymmetric structure in lateral injection is promoted 
with mass flux ratio increased, resulting in low film-cooling 
effectiveness. 
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Heat Transfer in Rotating 
Serpentine Passages With Trips 
Skewed to the Flow 
Experiments were conducted to determine the effects of buoyancy and Coriolis 
forces on heat transfer in turbine blade internal coolant passages. The experiments 
were conducted with a large-scale, multipass, heat transfer model with both radially 
inward and outward flow. Trip strips, skewed at 45 deg to the flow direction, were 
machined on the leading and trailing surfaces of the radial coolant passages. An 
analysis of the governing flow equations showed that four parameters influence the 
heat transfer in rotating passages: coolant-to-wall temperature ratio, rotation num
ber, Reynolds number, and radius-to-passage hydraulic diameter ratio. The first 
three of these four parameters were varied over ranges that are typical of advanced 
gas turbine engine operating conditions. Results were correlated and compared to 
previous results from similar stationary and rotating models with smooth walls and 
with trip strips normal to the flow direction. The heat transfer coefficients on 
surfaces, where the heat transfer decreased with rotation and buoyancy, decreased 
to as low as 40percent of the value without rotation. However, the maximum values 
of the heat transfer coefficients with high rotation were only slightly above the 
highest levels previously obtained with the smooth wall model. It was concluded 
that (1) both Coriolis and buoyancy effects must be considered in turbine blade 
cooling designs with trip strips, (2) the effects of rotation are markedly different 
depending upon the flow direction, and (3) the heat transfer with skewed trip strips 
is less sensitive to buoyancy than the heat transfer in models with either smooth 
walls or normal trips. Therefore, skewed trip strips rather than normal trip strips 
are recommended and geometry-specific tests will be required for accurate design 
information. 

Introduction 
Advanced gas turbine airfoils are subjected to high heat loads 

that require escalating cooling requirements to satisfy airfoil 
life goals. The efficient management of cooling air dictates 
detailed knowledge of local heat load and cooling air flow 
distribution for temperature and life predictions. However, 
predictions of heat transfer and pressure loss in airfoil coolant 
passages currently rely primarily on correlations derived from 
the results of stationary experiments. Adjustment factors are 
usually applied to these correlations to bring them into nominal 
correspondence with engine experience. This is unsatisfactory 
when blade cooling conditions for new designs lie outside the 
range of previous experience. 

Rotation of turbine blade cooling passages gives rise to Cor
iolis and buoyancy forces, which can significantly alter the 
local heat transfer in the internal coolant passages due to the 
development of cross-stream (Coriolis) as well as radial (buoy-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-191. Associate Technical 
Editor: L. S. Langston. 

ant) secondary flows. Buoyancy forces in gas turbine blades 
are substantial because of high rotational speeds and coolant 
temperature gradients. Earlier investigations (Eckert et al., 
1953) with stationary, single pass, co- and counterflowing cool
ant passages indicated that there can also be substantial dif
ferences in the heat transfer when the buoyancy forces are 
aligned with or counter to the forced convection direction. A 
better understanding of Coriolis and buoyancy effects and the 
capability to predict the heat transfer response to these effects 
will allow the turbine blade designer to achieve cooling con
figurations that utilize less flow and reduce thermal stresses in 
the airfoil. 
• An extensive analytical and experimental program was orig
inated and sponsored by NASA at the Lewis Research Center 
as part of the Hot Section Technology (HOST) program. The 
objectives of this program were (1) to gain insight regarding 
the effect of rotation on heat transfer in turbine blade passages, 
(2) to develop a broad data base for heat transfer and pressure 
drop in rotating coolant passages, and (3) to improve com
putational techniques and develop correlations that can be 
useful to the gas turbine industry for turbine blade design. The 
attainment of these objectives became even more critical with 
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the advent of the Integrated High Performance Turbine Engine 
Technology (IHPTET) initiative. As part of the IHPTET goal, 
the turbine would operate at near stoichiometric, i.e., 2200-
2500K (3500-4000°F) inlet temperatures, maintain efficiencies 
in the 88-94 percent range, and require total coolant flows of 
only 5 percent of the engine air flow rate (Ref. IHPTET Bro
chure, circa 1984). To attain these ambitious goals, a thorough 
understanding of the rotational effects of heat transfer and 
flow in turbine blade coolant passages is mandatory. 

Previous Studies. Heat transfer experiments in multiple-
pass coolant passages with skewed trips have been conducted 
in stationary models by several investigators to obtain a data 
base for the thermal design of gas turbine airfoils, e.g., Boyle 
(1984), Han et al. (1986), Metzger et al. (1988). These data 
bases are directly applicable to the cooling designs of stationary 
vanes. However, the effects of Coriolis forces and buoyancy, 
due to the large rotational gravity forces (up to 50,000 g), are 
not accounted for. 

The complex coupling of the Coriolis and buoyancy forces 
has prompted many investigators to study the flow field gen
erated in unheated, rotating circular and rectangular smooth 
wall passages without the added complexity of buoyancy, i.e., 
Moore (1967), Hart (1971), Wagner and Velkoff (1972), and 
Johnston et al. (1972). These investigators have documented 
strong secondary flows and have identified aspects of flow 
stability that produce streamwise oriented, vortex-like struc
tures in the flow of rotating radial passages. The effect of 
rotation on the location of flow reattachment after a back
ward facing step was presented by Rothe and Johnston (1979). 
This work was especially helpful in understanding the effects 
of rotation on heat transfer in passages with normal trips. 
However, the secondary flow patterns associated with skewed 
trips and Coriolis forces can produce additional complex in
teractions. 

The combined effects of Coriolis and buoyancy forces on 
heat transfer have been studied by a number of investigators 
during the past twenty years. Heat transfer experiments in 
rotating models with smooth walls has been reported by Wag
ner et al. (1991a, 1991b), Guidez (1989), Iskakov and Trushin 
(1983), Morris (1981), Morris and Ayhan (1979), Lokai and 
Gunchenko (1979), Johnson (1978), and Mori et al. (1971). 
Heat transfer experiments in rotating models with normal trips 
have been reported by Wagner et al. (1992) and Taslim et al. 
(1991a). Heat transfer in a rotating model with criss-cross 
skewed trips was recently reported by Taslim et al. (1991b). 
Large increases and decreases in local heat transfer from smooth 
walls or walls with trips were found by some investigators under 
certain conditions of rotation while other investigators showed 
lesser effects. Analysis of these results does not show consistent 
trends. The inconsistency of the previous results is attributed 
to differences in the measurement techniques, models, and test 
conditions. 

Objectives. Under the NASA HOST program, a compre
hensive experimental project was formulated to identify and 
separate effects of Coriolis and buoyancy forces for the range 
of dimensionless flow parameters encountered in axial flow, 
aircraft gas turbines. The specific objective of this experimental 
project was to acquire and correlate benchmark-quality heat 
transfer data for a multipass, coolant passage under conditions 
similar to those experienced in the blades of advanced aircraft 
gas turbines. A comprehensive test matrix was formulated, 
encompassing the range of Reynolds numbers, rotation num
bers, and density ratios expected in modern gas turbine engines. 

The results presented in this paper are from the third phase 
of a three-phase program, directed at studying the effects of 
rotation on a multipass model with smooth and rough wall 
configurations. The first phase utilized the smooth wall con
figuration. Initial results for outward flow in the first passage 
were previously presented by Wagner et al. (1991a). The effects 
of flow direction and buoyancy with smooth walls were pre
sented by Wagner et al. (1991b). The second phase utilized a 
configuration with normal trips on the leading and trailing 
surfaces of the straight passages and were presented by Wagner 
et al. (1992). The heat transfer results with normal trips showed 
that large decreases in heat transfer could occur on certain 
surfaces due to rotation and that the heat transfer coefficients 
could also have a large sensitivity to buoyancy. The present 
paper covers the phase with surface roughness elements ori
ented at 45 deg to the flow direction. Comparisons will be 
made with the results for smooth walls and the walls with 
normal trips in the same model and with concurrent rotating 
and stationary experiments employing trips skewed to the flow 
direction. 

The results from the present work will show that large de
creases in heat transfer coefficients can occur due to rotation. 
However, the heat transfer coefficients for the model with 
skewed trips show much less sensitivity to buoyancy than the 
results from the models with either smooth walls or normal 
trips. Physical models to account for these heat transfer char
acteristics will be proposed in the discussion herein. 

The facility, data acquisition, and data reduction techniques 
employed in this experiment were discussed in the Wagner et 
al. (1991a) paper and will not be repeated. However, the de
scription of the model will be repeated for the convenience of 
the reader. 

Description of Experimental Equipment 

Heat Transfer Model. The heat transfer model was de
signed to simulate the internal multipassage geometry of a 
cooled turbine blade (Fig. 1). The model consists of three 
straight sections and three turn sections, which were instru
mented, followed by one uninstrumented straight section, as 
shown in Fig. 2. The model orientations with respect to the 

A = 

d = 
e = 

Gr = 
h = 
J = 
k = 
m = 

Nu = 
P = 
R = 

area of passage cross sec
tion 
hydraulic diameter 
trip height 
rotational Grashof number 
heat transfer coefficient 
rotational Reynolds number 
thermal conductivity 
mass flow rate 
Nusselt number = hd/k 
trip spacing, i.e., pitch 
local radius 

Re = 

Ro = 
T = 
V = 

X = 

V- = 
v = 

P = 
Ap/p = 

n = 

Reynolds number = 
{md/{fi.A) 
Rotation number = Qd/V 
temperature 
mean coolant velocity 
streamwise distance from 
inlet 
absolute viscosity 
kinematic viscosity 
coolant density 
density ratio = {pb - p„)/pb 

rotational speed 

Subscripts 

b = bulk property 
/ = film property 
/ = inlet to model 

w = heated surface location 
oo = fully developed, smooth 

tube 
Superscripts 

- = average 
' = distance from beginning of 

second passage 
" = distance from beginning of 

third passage 
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Fig. 1 Typical coolant passage configuration for aircraft gas turbine 
rotating airfoils 

Unhealed 
\jy* Section 
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Thermo
couple 
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Fig. 2 Cross-sectional view of coolant passage heat transfer model 
assembly with skewed trip rough walls; view through center of model 
toward leading surfaces with S!>0, dotted ribs show locations on the 
trailing surfaces 

rotational centerline for a = 45 deg are shown in Fig. 3(b). 
Data presented herein were obtained in the first, second, and 
third passages with radially outward, inward, and outward 
flows, respectively. The model passages are approximately 
square with a characteristic dimension of 12.7 mm (0.5 in.). 
Four elements form the walls of the square coolant passage at 
each streamwise location. The heated length of the first passage 
is 14 hydraulic diameters and is comprised of sixteen heated 
copper elements at four streamwise locations. The heated cop-
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Fig. 3(a) Cross-sectional view of test surface identification plan for 
coolant passage heat transfer; side wall test section surfaces 1-32 are 
in plane perpendicular to view shown, test section surfaces 33-48 are 
on " + a" leading plane, test section surfaces 49-64 are on " + £!" trailing 
plane 
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odel and 
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Fig. 3(6) Test surface identification plan for coolant passage heat trans
fer; view Irom outer turn sections 

per elements at the first streamwise location were all smooth 
walls and were used as guard heaters. 
• The cross-sectional views of Figs. 2 and 3 show the orien
tation of the leading, trailing, and sidewall surfaces. The 
streamwise locations, A through R, are shown in Fig. 2. The 
test surface identification plan for each heated surface is shown 
in Figs. 3(a) and 3(b). Each copper element is heated on the 
side opposite the test surface with a thin film, 0.1 mm (0.003 
in.), resistance heater. Each element is 3.8 mm (0.150 in.) thick 
and is thermally isolated from surrounding elements by 1.5 
mm (0.060 in.) thick fiberglass insulators. The insulating ma
terial separating the copper elements at each streamwise lo-
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cation resulted in a 1.0 mm (0.04 in.) chamfer in the corners, 
which yielded a hydraulic diameter, d, in the straight sections 
of 13.2 mm (0.518 in.). The radius at the center of the heat 
transfer test sections with trips, i.e., average model radius, 
was 663 mm (26.1 in.). The power to each element was adjusted 
to obtain an isothermal wall boundary condition. In practice, 
temperature differences less than 1°C (2°F) were achieved. 
The heat flux between the elements with a 1°C (2"F) temper
ature difference was estimated to be less than 2 percent of a 
typical stationary surface-to-coolant heat flux. 

Trips strips were machined in a staggered pattern on the 
leading and trailing surfaces of the 152.4 mm (6 in), straight 
length of each passage as shown in Fig. 2. No trips were on 
the Side A or Side B walls or on the guard elements (X/d< 3) 
in the first passage. The height (e/d = 0.1), shape (circular), 
and streamwise spacing or pitch (P/e=l0) of the trips are 
typical of the trips cast on the coolant passage walls of turbine 
blades. 

Testing was conducted with air at dimensionless flow con
ditions typical of advanced gas turbine designs in the Rotating 
Heat Transfer Laboratory at United Technologies Research 
Center. The required dimensionless rotation numbers were 
obtained with rotation rates of 875 rpm or less by operating 
the model at a pressure of approximately 10 atm. The model 
inlet air temperature was typically 27°C (80°F) and the copper 
elements were held at 49°C,710C)93°C, 116°C(120°F, 160°F, 
200°F, and 240°F) for coolant-to-wall temperature differences 
of 22°C, 44°C, 67°C and 89°C (40°F, 80°F, 120°F, and 160°F), 
respectively. Temperatures of the copper elements were meas
ured with two chromel alumel thermocouples inserted in drilled 
holes in each element. Heat transfer coefficients were deter
mined by performing an energy balance on each copper element 
to obtain the convective heat flux and the local coolant bulk 
temperature. The heat transfer coefficients were based on the 
projected are rather than the total heat transfer surface area 
due to trip geometry. The total heat transfer surface area for 
the test surfaces with trip strips was 1.15 times the projected 
area. See Wagner et al. (1991a) for additional information 
about the data reduction procedure. 

Nusselt numbers and Reynolds numbers were calculated for 
each element. The fluid properties in the Nusselt and Reynolds 
numbers were evaluated at the film temperature, i.e., 
7}= (T„ + Tb)/2. All of the heat transfer results presented herein 
have been normalized with a correlation for fully developed, 
turbulent flow in a smooth tube. The constant heat flux Col-
burn equation, adjusted for constant wall temperature, was 
used to obtain the Nusselt number for fully developed, tur
bulent flow in a smooth tube (Kays and Perkins, 1973). The 
resulting equation for the constant wall temperature condition 
with a Prandtl number equal to 0.72 is as follows: 

Nu„ = 0.0176 Re08 

An uncertainty analysis of the data reduction equations using 
the methods of Kline and McClintock (1953) showed that ap
proximately 3/4 of the uncertainty in calculating the heat trans
fer coefficient was due to the measurement of temperatures in 
the model. The uncertainty of the heat transfer coefficient is 
influenced mainly by the wall-to-coolant temperature differ
ence and the net heat flux from each element. Uncertainty in 
the heat transfer coefficient increases when either the temper
ature difference or the net heat flux decreases. For increasing 
X/d, the uncertainty increases because the wall-to-coolant tem
perature difference decreases. For low heat fluxes (i.e., low 
Reynolds numbers and on leading surfaces with rotation), the 
uncertainty in the heat transfer also increased. Estimates of 
the error in calculating heat transfer coefficient typically varied 
from approximately ±6 percent at the inlet to ±30 percent 
at the exit of the heat transfer model for the baseline stationary 
test conditions. The uncertainty in the lowest heat transfer 
coefficient on the leading side of the third passage with rotation 

is estimated to be 40 percent, primarily due to the uncertainty 
in the calculated bulk temperature. Although the uncertainty 
analysis was useful in quantifying the maximum possible un
certainty in calculating the heat transfer coefficient, multiple 
experiments at the same test condition were repeatable to within 
ranges smaller than those suggested by the analysis. 

Results 

Foreword. Heat transfer in stationary experiments with 
augmentation devices on the passage walls is primarily a func
tion of the Reynolds number (a flow parameter), the stream-
wise distance from the inlet, X/d (a geometric parameter), and 
the geometry of the augmentation device. However, when ro
tation is applied, the heat transfer is also strongly influenced 
by the coupled effects of Coriolis and buoyancy and becomes 
asymmetric around the passage. An analysis of the equations 
of motion by Suo (1980, i.e., Appendix 10.1 of Hajek et al., 
1991), similar to that of Guidez (1989), showed that the basic 
dimensionless fluid dynamic parameters governing the flow in 
a radial coolant passage were the Reynolds number, the ro
tation number, Ro, the fluid density ratio, Ap/p, and the geo
metric parameter, R/d. An alternate analysis of the equations 
of motion produces the rotational Reynolds number, J=dU2/ 
v as one of the governing parameters. Note also that Ro equals 
//Re. Note that the rotation number, Ro is the reciprocal of 
the Rossby number, V/Ud, and governs the formation of cross-
stream secondary flow due to Coriolis forces. The rotation 
number, Ro, the fluids density ratio, Ap/p, and the geometric 
parameter, R/d, appear in the governing equation as a buoy
ancy parameter. This buoyancy parameter, (Ap/p) (R/d)(Qd/ 
Vf, is similar to Gr/Re2 for stationary heat transfer. The 
difference between our rotational buoyancy parameter and the 
stationary Gr/Re2 is that Ap/p = (Tw-Tb)/Tw rather than 
&AT-(TW-Tb)/Tb, The difference between the parameters 
decreases as T„ approaches Tb. Thus, with rotation, the heat 
transfer in the first passage is a function of three geometric 
parameters (surface roughness geometry, X/d, and surface 
orientation relative to the direction of rotation) and three flow 
parameters (Reynolds number, rotation number, and the buoy
ancy parameter). The heat transfer in the turns and other 
passages are functions of the aforementioned parameters and 
the serpentine geometry. 

Due to the vector nature of the equations of motion, the 
combinations of buoyancy forces and the flow direction are 
expected to have a significant effect on the coolant flow and 
heat transfer (e.g., Eckert et al., 1953). In the parallel flow 
case, the flow is radially inward, coincident with buoyancy-
driven flow for heated walls. For the counterflow case where 
the flow is radially outward, the flow direction is opposite to 
the direction of the buoyancy-driven flow. Flow direction (i.e., 
radially inward or outward) and a fixed radially outward di
rected force field, created by the rotating reference frame, 
establish the potential for parallel and counterflow situations. 

The nomenclature used in the text for low and high-pressure 
surfaces is consistent with the leading to trailing side, Coriolis-
generated, pressure gradients due to the secondary flows. In 
general, high-pressure surfaces have normal components of 
flow toward the surface while low-pressure surfaces have nor
mal components of flow away from the surface. Therefore, 
trailing surfaces in the first passage with outward flow are on 
the high-pressure side of the passage. Similarly, leading sur
faces in the second passage with inward flow are on the high-
pressure side. For turbine airfoils, the leading surfaces of the 
coolant passage are adjacent to the suction side of the airfoil 
and the trailing surfaces of the coolant passage are adjacent 
to the pressure side of the airfoil. 

The format of this paper is to show the effects of each of 
the primary variables (X/d, rotation number, density ratio) 
on the heat transfer about a baseline flow condition to develop 
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an understanding of the cause/effect relationships. At the same 
time, the results for the skewed trips will be compared with 
results from smooth walls and walls with normal trips in the 
same test section. The entire body experimental results are then 
examined to determine the effects of the buoyancy parameter 
on the heat transfer in selected locations of the coolant passage. 
A complete set of results for the walls with trips is also available 
in a NASA contractor's report by Johnson et al. (1993). 

Heat Transfer Results for Baseline Flow Conditions 
The baseline experiments in the three instrumented passages 

had dimensionless flow conditions, which consisted of a Reyn
olds number of 25,000 and an inlet density ratio, (Pb~ Pw)/pb 
= (Tw-Tb)/T„, of 0.13. The rotating baseline experiments 
had a rotation number, Qd/V, of 0.24 and a radius ratio at 
the average model radius, R/d, equal to 49. These values were 
selected because they are in the central region of the operating 
range of current large aircraft gas turbine engines. 

Stationary Baseline Flow Conditions. Streamwise varia
tions of Nusselt number for the stationary baseline test with 
skewed trips are shown in Fig. 4. The Nusselt numbers, (a) 
for fully developed, turbulent flow in a smooth tube with 
constant wall temperature (Kays and Perkins, 1973), (b) for 
the model with smooth walls (Wagner et al., 1991b) and (c) 
for the model with normal trips (Wagner et al., 1992), are 
shown for comparison. The heat transfer from the walls with 
skewed trips (denoted leading and trailing surface) in the first 
outward straight (3<X/d<14) passage have heat transfer 
coefficients more than three times the fully developed, smooth-
wall correlation and more than 50 percent greater than that 
with normal trips. Note that the heat transfer coefficients on 
the leading and trailing surfaces with the skewed trips do not 
decrease significantly with X/d in the first passage as they did 
for the model with smooth walls. Some differences in heat 
transfer are observed between the leading and trailing surfaces 
for this stationary baseline condition. The exact cause of the 
difference is not known but may be due to the staggering of 
the trips on the two surfaces (Fig. 2). 

The heat transfer coefficients on the side walls with smooth 
surfaces were less than those on the leading and trailing surfaces 
with trips. However, the heat transfer with either set of trips 
was 20 to 100 percent greater than with the smooth walls. This 
increase in heat transfer on the side walls was attributed to 

increased velocity due to blockage of the trips for X/d =4 and 
to the increased turbulence level in the coolant passage for 
X/d =8 and 12. Note also that the heat transfer from the test 
surfaces of Side A (Fig. 2) of the skewed trip model increases 
markedly at X/d = 8 and 12. This increase was attributed to 
the secondary flow, from the center of the coolant passage, 
with a colder temperature toward the sidewall with element 
numbers 1 through 4. The secondary flow was caused by the 
trips skewed at 45 deg to the flow direction. The heat transfer 
coefficients on the trip model with skewed trips are 10 to 30 
percent greater than those on the model with normal trips. The 
model with skewed trips has approximately five percent greater 
surface area on the leading surface than the model with normal 
trips. Therefore most of the increase in heat transfer with 
skewed trips compared to that with normal trips is attributed 
to the changes in the flow characteristics. 

The heat transfer coefficients measured in the remaining two 
passages (i.e., 20 <X/d < 31) show similar characteristics. 
The heat transfer characteristics in the second passage are 
generally similar to those in the first passage with heat transfer 
on all walls for the model. The large increase in heat transfer 
on the leading side of the model at X/d =21 (streamwise lo
cation G) and at X/d= 38 (streamwise location L) was attrib
uted to the convection interaction of the secondary flow patterns 
in the first channel through the first 180 deg turn and the 
concentration of streamwise vorticity adjacent to the leading 
surface. 

The heat transfer in the turn regions was generally the same 
for the present experiment with skewed trips, compared to the 
previous smooth wall and normal trip experiments. The modest 
changes on the leading and trailing surfaces of the turn sections 
are attributed in part to the differences in the velocity profiles 
expected at the entrance to the turn regions. For the smooth 
wall flow condition, the velocities are expected to be high in 
the corners of the duct (e.g., Schlichting, 1968). For flow over 
normal trips, the velocity can be expected to peak in the center 
of the channel due to the large momentum losses at each trip. 
The changes in heat transfer on the sides (outside walls of turn 
sections) attest to the complexity of the flow structure in the 
turns and are not yet explained. 

Rotating Baseline Flow Condition. The streamwise distri
butions of the Nusselt number for the Rotating Baseline Flow 
Condition are presented in Fig. 5. Also shown are the results 
for the heat transfer model with smooth walls and with normal 
trips and the smooth wall correlation for Nu,*,. The heat trans
fer characteristics for the models with trips and rotation are 
similar to those for the model with smoother walls. That is, 
in the first passage with flow outward, the heat transfer in
creases on the trailing side and decreases on the leading side. 
In addition, in the straight passages, the relative position of 
the heat transfer coefficients remain the same as for the Sta
tionary Baseline Flow Condition. (The model with the skewed 
trips has the highest heat transfer coefficients and the model 
with the smooth walls has the lowest heat transfer coefficients 
on the leading and trailing sides and on most of the side wall 
heat transfer surfaces.) However, the ratio of the heat transfer 
coefficients at each streamwise location varies. At some lo
cations, the heat transfer with the skewed trips is only 5 percent 
greater than those with normal trips; increases are commen
surate with the increases in the surface area. (Recall that the 
heat transfer coefficients are based on projected surface area.) 

The largest difference between the heat transfer from the 
models with skewed and normal trips occurs on the trailing 
surfaces in the second passage streamwise locations, G, H, 
and / o r 19 <X/d < 31. In this region, the heat transfer with 
the normal trips is closer to the smooth wall value than that 
with the skewed trips. This behavior was previously (Wagner 
et al., 1992) attributed to the formation of buoyancy-driven 
cells between the normal trips on this trailing surface with flow 
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radially inward. The authors' hypothesis is that the secondary 
flow produced by the skewed trips precludes such a radially 
recirculating flow and the accompanying lower heat transfer 
coefficients. This model is compatible with the results for cal
culated flows in circular ducts with square trips (Taylor et al., 
1991). 

The increase in heat transfer from the models with the trips 
in the second and third passages was generally less than that 
obtained in the first outward straight section. This general 
reduction in heat transfer was attributed primarily to the de
velopment of well-mixed flow in the coolant passages down
stream of the turns and, possibly, the increased uncertainty in 
the bulk temperature at these downstream locations. (The in
creased heat transfer compared to the smooth wall model causes 
the difference between bulk temperature and the wall tem
perature to decrease and hence the uncertainty of the heat 
transfer coefficient determined to increase.) 

The heat transfer in the turn regions with rotation is also 
complex. For the first turn at the model tip (outside radius, 
E and F), the heat transfer coefficients with the smooth wall 
model are the highest on all three surfaces. For the second 
turn at the model root (inside radius; / and K), the heat transfer 
with the smooth model is the lowest. These effects are at
tributed to the complex flows produced during the convection 
of secondary flow patterns produced in the straight passage 
sections upstream of each turn by each of the three types of 
wall surfaces (smooth, normal trips, skewed trips). Additional 
analytical effort will be required to delineate the causes for 
these effects. 

Heat Transfer Results for Variation of Parameters About 
Baseline Flow Conditions 

Effect of Rotation. The rotation number, Q,d/V, was var
ied from 0 to 0.35 for this series of flow conditions. The 
Reynolds number, inlet density ratio, and radius ratio were 
held constant at the nominal values of 25,000, 0.13, and 49, 
respectively. The streamwise distribution of the heat transfer 
ratios are presented in Fig. 6. 

The heat transfer ratios vary significantly, i.e., by a factor 
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of 2, on the leading surface. The decrease in heat transfer 
coefficient due to rotation on the leading surface of the first 
passage is approximately the same as previously shown for the 
models with smooth walls or with normal trips. That is, the 
heat transfer decreases to approximately one-half the station
ary value for Ro = 0.24 . The heat transfer in the trailing seg
ments of the first passage increased 30 to 40 percent when the 
rotation number was increased from 0 to 0.34. 

The effects of rotation are markedly less in the second and 
third passages. This lack of large variation is attributed to (1) 
the secondary flow patterns induced by the skewed trip con
figurations and (2) the effects of the conservation of vorticity 
through turn regions on the heat transfer in the second and 
third passage. The heat transfer from each of the leading and 
trailing segments in the second passage, 19 < X/d < 31, with 
flow radially inward is generally within 20 percent of the re
spective values for fi = 0. The heat transfer from the trailing 
segments in the third passage with flow radially outward, 36 
< X/d < 48, does increase as much as 50 percent of their 
respective values for Q = 0. Although these effects were pre
viously recognized, their relative importance regarding the heat 
transfer was difficult to estimate. The current (e.g., Prakash 
and Zerkle, 1991) analyses of flows in complex rotating coolant 
passages are providing insight into the flow and heat transfer 
characteristics of turbine blade internal cooling. 

Effect of Density Ratio. The inlet density ratio, (Ap/p)„ 
was varied from 0.07 to 0.22 for this series of flow conditions. 
The Reynolds number, rotation number, and radius ratio were 
held constant at the baseline values of 25,000, 0.24, and 49, 
respectively. Heat transfer was obtained at a fixed rotation 
number and, therefore, conclusions can be obtained regarding 
the effects of buoyancy for flow conditions near the rotating 
baseline flow conditions. 

Increasing the inlet density ratio (i.e., the wall-to-coolant 
temperature difference) from 0.07 to 0.22 causes the heat trans
fer ratio in the first passage of the model with skewed trips to 
increase on the trailing surfaces by as much as 25 percent and 
on the leading surfaces by as much as 20 percent (Fig. 7). The 
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exception to the general increase in heat transfer with increasing 
density ratio occurred near the inlet of the first passage on the 
leading side, where the heat transfer ratio is relatively unaf
fected by varying density ratio. In the second passage, with 
flow radially inward on the low-pressure (trailing edge) side, 
heat transfer increased as much as 60 percent with increases 
in the temperature difference. (Larger effects of density ratio 
were obtained for a rotation number of 0.35). 

The increase in the heat transfer ratio in the third passage 
with flow radially outward was also as much as 60 percent as 
the inlet density was increased. In the third passage, the effects 
of density ratio on the heat transfer from the leading and 
trailing surfaces are larger for the model with skewed trips 
than were measured for the model with normal trips for 
Ro = 0.24. 

Effects of Reynolds Number. The streamwise variation of 
heat transfer ratio, Nu/Nu^, is presented in Fig. 8 for Reynolds 
numbers from 12,500 to 75,000, a fixed rotation number, 
#o = 0.12, and a fixed inlet density ratio, Ap/piniet = 0.13. The 
heat transfer ratios for Re = 50,000 and 75,000 at all locations 
are well correlated by use of the Kays and Perkins correlation, 
i.e., with the Nusselt number proportional to Reynolds number 
to the 0.8 power. The variations between the heat transfer 
ratios for Reynolds number equal 25,000 and those for 50,000 
and 75,000 are generally less than 10 percent. The variation 
for Reynolds numbers of 12,500 is greater, especially in regions 
with the highest heat transfer coefficients. 

The conclusion from these rotating and stationary experi
ments was that the relationship for fully developed flow in a 
square duct with smooth walls, Nu„ = 0.0176 Re0'8, would be 
adequate for scaling the effects of Reynolds number on the 
heat transfer ratio. 

Effects of Passage Orientation. Heat transfer experiments 
were conducted with the plane of the coolant passages rotated 
45 deg to the axis of rotation {a = 45 deg) for the model with 
skewed trips. See Fig. 3(b) for the model orientation. The effect 
of model orientation on the streamwise distribution of the heat 
transfer ratio for the four surfaces is presented in Fig. 9. The 
heat transfer ratios for the Rotating Baseline Flow Conditions 
are presented for a = 0 and 45 deg. In the first coolant passage, 
rotation of the model from a = 0 to a = 45 deg caused the heat 
transfer ratio to decrease on both side walls and the trailing 
side and to increase or remain the same on the leading side. 
In the second passage small decreases in the heat transfer ratio 
occurred on all four sides of the coolant passage. The conclu
sion from this comparison is that the heat transfer ratios can 
increase or decrease 20 to 30 percent with the coolant passage 
orientation up to 45 deg from the a = 0 orientation for this 
trip strip geometry and coolant passage aspect ratio. 

Correlating Parameters 
In this section, the heat transfer ratios will be presented for 
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specific locations on the leading and trailing surfaces in the 
three passages. The heat transfer ratios will be presented as 

1 the variation of local rotation number with each inlet 
density ratio noted, and 

2 the variation of the local buoyancy parameter with each 
rotation rate and inlet density ratio noted. 

The results from the models with smooth walls and with 
normal trips are also presented for comparison. With these 
two presentations, the similarities and differences of the heat 
transfer characteristics from the three models with normal and 
skewed trips and with smooth walls can be identified and 
discussed. 

Variation With Rotation Number. The heat transfer ratios 
for the downstream leading and trailing surfaces in the three 
straight passages are presented in Fig. 10. The test surface 
identification number (Figs. 2 and 3), the streamwise location 
and the X/d, X' /d, or X" /d ratio from the start of each 
straight section are also shown on each panel of the figure. 

High-Pressure Surfaces. The trailing surfaces of the first 
and third passages and the leading surface of the second pas
sage are denoted as the high-pressure surfaces. In the first and 
third passages of both models with trips, the heat transfer 
coefficients increase with increasing rotation number at ap
proximately half the slope as these for the model with smooth 
walls. The increases in heat transfer ratios, due to rotation, 
are as much as 75 percent compared to the heat transfer ratios 
for the same models with trips and no rotation. Also, the heat 
transfer ratios in the second passage with flow radially inward 
are essentially independent of rotation. Note that the heat 
transfer from the models with trips is essentially independent 
of inlet density for Ro < 0.24 in the first two passages. The 
uncertainty in the heat transfer measurements in the third 
channel increases due to small bulk to wall temperature dif
ferences for the low inlet density ratios. However, the results 
for the third passages with trips show characteristics similar 
to those for the third passage with smooth walls. 

Low-Pressure Surfaces. The heat transfer from the low-
pressure surfaces is more complex than that from the high-
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pressure surfaces. The heat transfer ratio in the first passage 
with both the normal and skewed trips decreases with increas
ing rotation number at the downstream location for the range 
of values tested, i.e., Qd/V < 0.36. At the larger values of 
Qd/V, 0.24-0.36, the heat transfer ratio increases with in
creases in the density ratio, similar to the results obtained for 
the trailing surface of the first passage. 

The effects of inlet density ratio on the heat transfer ratio 
in the second passage are of order 10 percent for the model 
with skewed trips and with flow radially inward. Note that 
large variations of order 300 percent were obtained for the 
model with normal trips in this passage for Qd/K=0.34. Note 
also that the local density ratios in the second passage are 
about half of the inlet values. 

The heat transfer characteristics of the third passage are 
more similar to those of the second passage than those of the 
first passage for each model. The model with skewed trips 
showed less decrease in heat transfer with increasing rotation 
than the models with the normal trips or the smooth walls. 

The more complicated heat transfer distributions on the low-
pressure surfaces of the coolant passages are attributed to (1) 
the combination of buoyancy forces and the stabilization of 
the near-wall flow for low values of the rotation number, (2) 
the developing, Coriolis-driven secondary flows cells, and (3) 
the increases in flow reattachment lengths after trips for the 

larger values of the rotation number. It is postulated that the 
relatively small effects from variations in density ratio near 
the inlet of the second passage and the large effects near the 
end of the second passage are due to the development of the 
near-wall thermal layers (i.e., thickening for the normal trip 
model compared to thinning for the smooth wall model). Near 
the inlet of the second passage, the thermal layers are postu
lated to be thin because of the strong secondary flows in the 
first turn region. With increasing X/d, the turn-dominated 
secondary flows diminish and the counteracting effects of 
buoyancy and the Coriolis-generated secondary flow increase. 

Variations With Buoyancy Parameter. The buoyancy pa
rameter, (Ap/p)(QR/V) (Qd/V), has been effective for the cor
relation of heat transfer results from the model with smooth 
walls (Wagner.et al., 1991a, 1991b). The best correlation was 
made for streamwise locations of X/d = 12 and for values of 
the buoyancy parameter greater than 0.20. In this section, the 
heat transfer ratios from the leading and trailing surfaces in 
the three passages are presented and compared with results 
from the models with smooth walls and with normal trips. 

The variations of the local heat transfer ratio with the buoy
ancy parameter in the first passage with flow outward are 
shown in Fig. 11. The heat transfer from the trailing surfaces 
is correlated better with the buoyancy parameter than with the 
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Table 1 

Symbol 

6 
o-
9 

-o 

Symbol flags for Figs. 

ATia(°C) ATin(°F> 

22.4 40 
44.7 80 
67.1 120 
89.1 160 

10 and 11 

<Aplp )in 

0.07 
0.13 
0.18 
0.22 

rotation number (Fig. 10) or the inlet density ratio (not shown). 
Note that the heat transfer ratios of test surface 52 for both 
the skewed and normal trips are 25 and 20 percent greater than 
the heat transfer ratios for the smooth walls and for buoyancy 
parameters > 0.6. Recall that the total surface areas for the 
skewed and normal trips are 15 and 10 percent greater than 
for the smooth walls, respectively, and that the heat transfer 
coefficients and hence heat transfer ratios are based on the 
projected area. The conclusion is that half or more of the 
increase in heat transfer occurs due to the increased surface 
area. The increase in local heat transfer coefficient due to trips 
(10 percent) for high rotation numbers and high values of the 
buoyancy parameter is a small fraction of the 150 and 200 
percent increase due to the trips at zero rotation. 

The variations of heat transfer ratio with the buoyancy pa
rameter for the leading (low pressure) surfaces in the first 

passage show several of the same characteristics previously 
shown for the results from the smooth model. However, for 
Ro < 0.25, the heat transfer ratios are correlated better by 
the rotation number (Fig. 10) than by the buoyancy parameter. 
For test surface 36 and at values of the buoyancy parameters 
greater than 0.6, the increase in the heat transfer ratio with 
skewed trips is as much as 35 percent greater than with the 
smooth walls. For the same condition with normal trips, the 
heat transfer coefficients were only 20 percent greater than 
with the smooth wall. However, the heat transfer on both 
surfaces with trips is as much as 50 percent less than the values 
obtained without rotation! 

The variation of the heat transfer ratio with the buoyancy 
parameter in the second passage with flow radially inward 
shows markedly different results between the current model 
and previous model with normal trips. For the current model 
with skewed trips, the leading surfaces, e.g., element 41, are 
well correlated by the buoyancy parameter but have values of 
the heat transfer ratio that are not more than 10 to 20 percent 
greater than the value for the stationary model. The trailing 
surfaces, e.g., element 57, are reasonably well correlated by 
the buoyancy parameter. However, the maximum decrease in 
heat transfer ratio from the stationary ratio is less than 30 
percent, whereas the smooth wall .model had decreases of ap
proximately 40 percent. It should be noted that the decrease 
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in absolute values are greater for the model with skewed trips 
(0.75 Nu„) than for the model with smooth walls (0.45 Nu„). 

Summary of Results and Conclusions 
Results from the present experiments with skewed trips in 

rotating, radial square coolant passages show that Coriolis 
forces and buoyancy effects can strongly influence heat trans
fer. However, the heat transfer coefficients were much less 
sensitive to buoyancy effects than were those previously meas
ured with normal trips. The maximum effects of buoyancy on 
surfaces with skewed trips were also less than occurred on 
smooth surfaces. The authors's conclusions from these ob
servations are that skewed trips provided higher heat transfer 
coefficients and less sensitivity to buoyancy effects and that 
skewed trips, rather than normal trips, should be employed 
for rotating coolant passages. 

The comparison of results from the present experiments with 
previous results for models with smooth wall and with normal 
trips shows that flow and heat transfer in rotating coolant 
passages can be complex, especially when no single flow mech
anism dominates the heat transfer process. The present results 
were obtained for skewed trips with values of trip streamwise 
pitch to trip height (P/e) = 10 and trip height to coolant passage 
width (e/D) = 0.1, typical of those used in coolant passages. 
For stationary coolant passage, these trip geometries generally 
produce heat transfer coefficients that are three times those 
obtained with smooth wall passages with fully developed flow. 
The wide range of heat transfer coefficients obtained with 
rotation (1.2 to 5.0 times the values for fully developed flow 
in smooth passages) indicates that it is prudent to have a data 
base available for the design of specific coolant passages used 
in rotating turbine blades. 

Following is a summary of comments regarding the impor
tance of each of the parameters previously identified. 

• Reynolds Number. The heat transfer ratios for stationary 
and rotating conditions are reasonably well correlated by 
a Nu ~ Re0'8 relationship. For low Reynolds numbers, i.e., 
Re~ 12,500, the exponent may be less. 

9 Rotation Number. The rotation number correlates the 
heat transfer ratios better for more surface locations and 
flow conditions when the heat transfer surfaces have 
skewed ribs than it did for the model with smooth walls. 
The decrease in heat transfer ratio from the stationary 
value on the low-pressure side of the first coolant passage 
is well correlated by the rotation number for Ro<0.24. 
The percentage decrease on the low-pressure side of the 
first coolant passage was essentially independent of the 
three wall surface geometries. 

• Density Ratio and Buoyancy Parameter. For these tests 
with a constant value of R/d, the density ratio, the rotation 
number, and the Reynolds numbers are independent flow 
parameters and the buoyancy is determined by the vari
ations of the density ratio and the rotation number, i.e., 
(Ap/p)(ttd/V)2(R/d). The density ratio is a lesser factor 
in heat transfer when the flow in the coolant passage is 
well mixed. For most flow situations with the skewed trips, 
the flow is apparently well mixed and the effects of density 
ratio are minimal for Ro < 0.25. 

8 Streamwise Location. The heat transfer with skewed trips 
does not vary as much with streamwise location compared 
to the smooth wall model. The large decrease in heat 
transfer with increasing distance from the inlet measured 
in the model with smooth walls does not occur with the 
trips. The exception occurs for flow downstream of turns 
with the skewed trips where the upstream vorticity has 
been convected to one side of the model and the flow 
readjusts in the new passage. 

8 Trip Orientation. The secondary flows produced by the 

trips can have a large effect on heat transfer. The skewed 
trips apparently caused secondary flow patterns that did 
not produce strong effects of density ratio. The normal 
trips apparently caused flow patterns that produced strong 
effects of density ratio (Wagner et al., 1992). 

8 Flow Direction. The effects of flow direction were gen
erally less for the models with trips compared to the model 
with smooth walls. 
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Experimental Heat Transfer 
Investigation of Stationary and 
Orthogonally Rotating Asymmetric 
and Symmetric Heated Smooth 
and Turbulated Channels 
An experimental investigation was conducted to determine the effects of variations 
in wall thermal boundary conditions on local heat transfer coefficients in stationary 
and orthogonally rotating smooth wall and two opposite-wall turbulated square 
channels. Results were obtained for three distributions of uniform wall heat flux: 
asymmetric, applied to the primary wall only; symmetric, applied to two opposite 
walls only; and fully symmetric, applied to all four channel walls. Measured sta
tionary and rotating smooth channel average heat transfer coefficients at channel 
location L/Dh = 9.53 were not significantly sensitive to wall heat flux distributions. 
Trailing side heat transfer generally increased with Rotation number, whereas the 
leading wall results showed a decreasing trend at low Rotation numbers to a minimum 
and then an increasing trend with further increase in Rotation number. The stationary 
turbulated wall heat transfer coefficients did not vary markedly with the varaitions 
in wall heat flux distributions. Rotating leading wall heat transfer decreased with 
Rotation number and showed little sensitivity to heat flux distributions except for 
the fully symmetric heated wall case at the highest Reynolds number tested. Trailing 
wall heat transfer coefficients were sensitive to the thermal wall distributions gen
erally at all Reynolds numbers tested and particularly with increasing Rotation 
number. While the asymmetric case showed a slight deficit in trailing wall heat 
transfer coefficients due to rotation, the symmetric case indicated little change, 
whereas the fully symmetric case exhibited an enhancement. 

Introduction 
Fluid traveling in the axial direction inside an orthogonally 

rotating channel experiences the effect of the Coriolis accel
eration created by the rotation of the channel. This force has 
a significant effect on the flow field and can create secondary 
flows on planes perpendicular to the main flow direction. When 
heat transfer occurs between the fluid and the channel walls, 
density variations due to temperature gradients can create 
buoyancy forces that directly affect the heat transfer charac
teristics of the flow. 

Heat transfer in pipe flow with a circumferentially uniform 
(fully symmetric) heat flux boundary condition with and with
out rotation has been the focus of a number of theoretical and 
experimental studies. An extensive body of theoretical work 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-189. Associate Technical 
Editor: L. S. Langston. 

has been developed to support experimental results. Heat trans
fer characteristics for noncircular duct geometries with non-
symmetric thermal boundary conditions, however, have been 
studied to a lesser extent, especially in the rotating mode. 
Correlations developed for a circular duct geometry in the 
turbulent regime can be adapted to flows in noncircular ducts 
when the hydraulic diameter is substituted for the diameter of 
the circular cross section. Dimensional analysis and experi
mental studies have demonstrated that forced convection heat 
transfer in ducts can be correlated with parameters such as 
fluid velocity, fluid properties, channel geometry, and the ther
mal boundary conditions applied to the channel walls. Dittus 
and Boelter's (1930) classic correlation for stationary, fully 
symmetric wall heat flux at fully developed turbulent flow in 
smooth tubes with heat transfer to the fluid is an example of 
such experimental correlations. More recent duct heat transfer 
investigations have focused on turbulated noncircular channels 
with and without rotation and symmetric and asymmetric ther
mal wall conditions. 

The application of the aforementioned studies to the analysis 
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of heat transfer in the serpentine turbulated cooling passages 
of turbine blades requires consideration of measured heat 
transfer effects of Coriolis and centripetal acceleration buoy
ancy fields and perhaps to a lesser extent the impact of various 
wall thermal conditions associated with the rotation of the 
cooling passage. In the past it has been a practice to use classic 
duct heat transfer correlations developed from flow in sta
tionary channels to predict the heat transfer characteristics in 
rotating cooling passages. Failure to consider these rotationally 
induced effects particularly on the heat transfer in rib-rough
ened channels, such as in the 'design and analysis of blade 
cooling passages, could result in unreliable and erroneous 
channel heat transfer coefficients, metal temperatures, and 
engine blade operating life predictions. 

Over the last several years stationary and rotating turbulated 
channel experimental investigations were either asymmetric, 
symmetric, or fully symmetric wall thermal boundary condi
tions effects on heat transfer coefficient distributions. How
ever, no known systematic test comparisons have been 
investigated among these three types of wall thermal boundary 
conditions for the same geometry and environmental condi
tions. 

In the present measurements local and integrated-average 
heat transfer coefficient distribution comparisons are made 
for stationary and orthogonally rotating smooth and opposite-
wall turbulated square outflow channels. Smooth and rib-
roughened channel wall thermal conditions were comprised of 
imposed uniform asymmetric, symmetric, and fully symmetric 
heat flux distributions on one wall, two opposite walls, and 
all four walls, respectively. 

Liquid crystal thermography measured the detailed surface 
temperature distributions for the orthogonal surface between 
two adjacent ribs in the turbulated channel and similarly for 
the smooth channel walls. From these measurements local and 
average heat transfer coefficients (Nusselt numbers) were de
termined over a wide range of air flow (Reynolds number) and 
rotational speeds (Rotation number). Liquid crystals laid over 
constant heat flux wall heaters resulted in detailed photographs 
of surface isotherms at discrete test conditions. This technique 
appears to be an effective and accurate measurement device 
for heat transfer investigations, especially in the rotating frame 
and thermal wall boundary conditions studied. 

Literature Review 

Effects of Stationary Wall Thermal Boundary Condi
tions. Barrow (1962) reported the results of a theoretical and 
experimental study of asymmetric heat transfer in fully de
veloped turbulent air flow between two smooth parallel plates. 
Flow between two parallel plates in the second and third parts 
of the study was simulated by a long duct of low aspect ratio 
(AR = 0.034). The asymmetric heating results showed that 
the heat transfer coefficient was lower than accepted values 
for the symmetric heating. The decrease in heat transfer coef
ficient was observed to intensity as the degree of asymmetry 
increased. A decrease of the order of 40 percent was measured. 
It was concluded that the heat transfer coefficient is dependent 
on the circumferential heat flux distribution perpendicular to 
the flow direction. 

Hatton and Quarmby (1963) presented the results of a com
prehensive study of the turbulent heat transfer situation be
tween parallel plates with heating on one side. Using the two 
basic solutions of uniform tempertaure and uniform heat flux 
in conjunction with the superposition technique, a solution for 
unequal but uniform heat fluxes was obtained. The effect of 
heat fluxes on the heat transfer coefficient showed, under 
identical conditions, that Nusselt numbers for the asymmetric 
heating analysis were lower than those for the symmetric. 

Novotny et al. (1964) investigated the heat transfer char
acteristics of three rectangular ducts with different aspects 
ratios to determine whether heat transfer characteristics were 
greatly affected by the choice of thermal boundary conditions. 
They reported experimental heat transfer results for fully de
veloped turbulent flow in rectangular smooth ducts with aspect 
ratios of 1, 0.2, and 0.1. The top and bottom walls were 
uniformly heated while the side walls were unheated. The ex
perimental results for this symmetric thermal boundary con
dition were found to be lower than those obtained by the fully 
symmetric circular tube empirical correlation of Colburn et 
al. (1945), especially at higher Reynolds numbers. 

Sparrow et al. (1966) conducted an experimental investi
gation to determine the effect of asymmetric heating on the 
fully developed turbulent heat transfer. The rectangular duct, 
with a low aspect ratio of 0.2, was similar in construction to 
Novotny's as well as the testing procedure and experimental 

Nomenclature 

a 
b 

AR 

D„ 

e 
Gr 

h 

= height of the channel (Fig. 2) 
= width of the channel (Fig.2) 
= aspect ratio of the channel 

= a/b 
= hydraulic diameter of the 

channel = lab/(a + b) 
= turbulator (rib) height 
= Grashof number = (r/Dh) 

•Ro2Re\Ts - T,)/Tt 

= heat transfer coefficient 

Nu 
Nu 

Nus, 

Nurot 

Nu<„ 

h, = area-weighted average heat 
transfer coefficient on the 
surface between a pair of 
turbulators 

/ = rotational Reynolds number 
based on hydraulic diameter 
= QD2

h/v = ReRo; ( + ) for 
trailing surface, ( - ) for 
leading surface 

k = thermal conductivity of air 

L = channel entrance-to-camera 
distance (Fig. 2) 
Nusselt number = hDh/k 
area-weighted average Nus
selt number = h,Dh/k 
Nusselt number for station
ary case 
Nusselt number for rotating 
case 
fully developed smooth wall 
channel Nusselt number 
(Wagner et al,, 1991, 1992; 
Nuw = 0.0176 Re08) 

Nu0 = Dittus-Boelter fully devel
oped smooth channel floKv 
Nusselt number = 0.023 
. R e 0 . 8 p r 0 . 4 

q " = heat flux generated by elec
tric heater 

q'i, = heat flux lost through back 
of test section 

q T = heat flux lost by radiation 
r = radial distance from the 

camera centerline to the axis 
of rotation 

Re = Reynolds number based on 
hydraulic diameter 

Ro = Rotation number = QDh/ 
Um; ( + ) for trailing surface, 
( - ) for leading surface 

S = turbulator (rib) pitch 
Tj = air temperature at the chan

nel inlet 
Tm = air mixed mean temperature 
Ts = surface temperature 
Tf = film temperature = (Tm 

+ Ts)/2 
AT/T = temperature-induced density 

ratio = (7; - Tt)/Ts 
Um = mean velocity of air 

v = kinematic viscosity of air 
fi = angular velocity 
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setup. In comparing the findings with those of Novotny et al. 
(1964), the effect of symmetric heating was shown to increase 
the value of Nusselt number by 10 to 15 percent. Moreover, 
the results showed for unequally heated walls, the wall with 
higher heat flux exhibited lower heat transfer coefficients than 
those of the symmetric wall and higher than those of asym
metric walls. However, heat transfer coefficients for the less 
heated wall were higher than those of the symmetric heating 
case by 15 percent. The results were found to compare favor
ably with a number of analytical studies of the limiting case 
of asymmetrically heated parallel-plate channels. 

Tan and Charters (1970) undertook an experimental inves
tigation to determine heat transfer coefficients in a rectangular 
duct with asymmetric heating. The duct had an aspect ratio 
of 0.33 and was constructed to simulate a flat-plate solar-air 
heater with rectangular flow passage. Results reaffirmed the 
findings of previous authors that asymmetric heating produced 
lower heat transfer coefficients than those obtained under sym
metric heating. 

Mass transfer experiments were conducted by Sparrow and 
Cur (1982), for asymmetrically heated flat (low aspect ratio 
~ 0.055) rectangular duct with flow separation at the inlet. 
The naphthalene sublimation technique in conjunction with 
the analogy between heat and mass transfer was used to obtain 
heat transfer results. In these experiments, the investigators 
studied the influence of the sharp-edged inlet on the flow 
development in the entrance region and the fully developed 
heat transfer coefficient. Mass transfer differences between 
asymmetric and symmetric heating were not observed in the 
thermally developing region; however, the effect of symmetric 
heating was to reduce the thermal entrance length to 5-7 Dh 
compared with 10-13 Dh for the asymmetric heating. It was 
further noted that the asymmetric heat transfer results fell 
below the symmetric heating results farther downstream by a 
maximum of 7.5 percent. 

Sparrow et al. (1986), in an experimental and a comple
mentary numerical work, studied the heat transfer character
istics of hydrodynamically developed turbulent flow in a 
rectangular duct (AR = 0.18), in which one wall was main
tained at a constant temperature while the other walls were 
adiabatic. The naphthalene sublimation technique and the 
analogy between mass and heat transfer was used in the ex
perimental part of the study. These results reaffirmed the pre
vious finding that one-sided heating produced relatively longer 
thermal entrance lengths. The fully developed heat transfer 
results also compared favorably with those reported by other 
investigators noted above. 

Kostic and Hartnett (1986) summarized the heat transfer in 
rectangular ducts of various thermal boundary conditions. On 
the bases of experimental and analytical studies in an asym
metrically heated duct, the lower heat flux wall produced higher 
heat transfer coefficients than those in a symmetrically heated 
duct. However, the higher heat flux wall in an asymmetrically 
heated duct gave lower Nusselt numbers than those of the 
symmetrically heated duct. The effect of asymmetric heating 
was found to decrease with the increase in Prandtl number. 

The investigative conclusion from the heat transfer studies 
summarized is that the consistent overall effect of asymmetric 
heating condition in rectangular ducts is to produce lower heat 
transfer coefficients than those obtained by a symmetric or 
fully symmetric heating. The heat transfer trends of this paper 
for both smooth and turbulated square asymmetric and sym
metric heated channels are in general agreement with the pre
vious investigations sighted. 

Effects of Rotation. Morris and Harasgama (1985) pre
sented experimental results of local and mean heat transfer 
coefficients on the leading and trailing walls of a square-sec
tioned smooth duct rotated in an orthogonal mode with both 
radially outward and inward flow. Results indicated that for 

radially outward flow, the overall effect of rotation was to 
produce regions of reduced heat transfer coefficient on the 
leading wall relative to the stationary case. This rotating phe
nomenon was attributed to the hypothesis that the wall tem
perature was higher on the leading side hence creating a higher 
rotational buoyancy effect which would degrade the near-wall 
radial velocity and thus lower heat transfer coefficients. 

Harasgama and Morris (1988) performed a study to examine 
the influence of the secondary flows induced by the rotation 
of smooth circular, square,' and triangular ducts on the heat 
transfer characteristics of the walls. Local heat transfer coef
ficients on the trailing wall of a square duct were found to be 
consistently higher than those on the leading wall. They also 
detected a possible increase in heat transfer coefficients on the 
leading wall with the increase in rotational Rayleigh number. 
This observation created uncertainty about the overall influ
ence of rotational buoyancy on the heat transfer process. 

Experiments conducted by Wagner et al. (1991) examined 
heat transfer characteristics of a turbulent flow in a rotating, 
square, smooth, serpentine passage. While the coolant heat 
transfer model was constructed to simulate a typical multipass 
turbine blade coolant passage, only results for the first outward 
flow passage were reported. Coolant flow Reynolds number 
was maintained at 25,000, while four sets of wall-to-coolant 
temperature differences were examined. Results showed that, 
for all values of fluid density ratios examined, locally averaged 
heat transfer ratios (Nu/NUc) on the leading wall exhibited a 
consistent trend of decreasing with Ro to a minimum and then 
increasing with further increase in Ro while the trailing wall 
continued increasing. 

Morris and Salemi (1992) presented results of an experi
mental study on the combined effects of Coriolis and buoyancy 
forces on the heat transfer process in rotating smooth circular 
tubes. Tests were performed for four Reynolds numbers (15,000 
to 30,000) and at four rotational speeds (0 to 2700 rpm). Five 
heat flux settings were used for each Reynolds number-speed 
combination to study the influence of surface-to-coolant tem
perature differences on the heat transfer process. Results in
dicated circumferential variation in the heat transfer coefficient 
with an enhancement on the trailing side relative to the leading 
side. 

Effects of Turbulence Promoting Ribs. Turbulated wall 
heat transfer enhancement relative to smooth walls in station
ary and orthogonally rotating ducts has been the focus of a 
number of investigators. The reader is referred to the work 
of, for example, Han et al. (1978, 1984, 1985, 1992), Lau et 
al. (1991), Metzger et al. (1983, 1988, 1990), Taslim et al. 
(1988, 1989a, 1989b, 1991), and Wagner et al. (1986, 1992). 

Experimental Apparatus 
A schematic of the rotating test facility, test sections, and 

relevant dimensions are shown in Figs. 1 and 2. The top, 
bottom, and front walls were made of 1.27-cm-thick plexiglass 
sheets that formed the three walls of a 1.17-m-long channel. 
The fourth wall (the back wall), on which all measurements 
were taken, was made of a 4.13-cm-thick polyurethane board. 
The smooth and turbulated test section channels in their final 
assembly had a width of 7.62 cm and height of 8.13 cm cor
responding to an aspect ratio of 1.067. A total of 15 custom-
made etched foil heaters were laid on all four walls of the test 
sections. These heaters, with a width equal to the spanwise 
dimension of the surface on which they were affixed, were 
31.75 cm long on the front wall and 27.94 cm long on the other 
three walls. The heating element was made of a 0.00127 cm 
inconel sheet sandwiched between two 0.00254-cm Kapton lay
ers. To display isotherm contours, a liquid crystal sheet with 
a total thickness of 0.0254 cm was laid on top of the heaters 
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affixed to the polyurethane wall. A small window on the plex
iglass wall opposite the polyurethane wall was left uncovered 
for a camera to record the isochrome areas formed on the 
liquid crystal sheet as illustrated in Fig. 2. Power was supplied 
to the heaters by a 20-channel silver-silver contact slip ring 
assembly. The ohmic power supplied to each heater was in
dividually controlled by a transformer to assure uniform heat 
flux on each wall. 

The turbulated channel was identical to the all-smooth-wall 
test section in all aspects except that opposite walls were rough
ened with plexiglass turbulatofs of square cross-sectional area 
(1.91 x 1.91 cm with sharp edges). The turbulators were ar
ranged in a staggered configuration at a 60 deg angle of attack 
with the flow direction and had a pitch-to-height ratio (S/e) 
of 10 as shown in Fig. 2. The blockage ratio of the turbulator 
height-to-channel hydraulic diameter (e/Dh) was 0.24, which 

.(+ ) Rotation 

Air flow 
direction 

Fig. 1 Rotating test facility (top view) 

is a typical value for the cooling channels in a small turbine 
blade. It should be noted that although the turbulator ribs lay 
on the heater-liquid crystal assembly and were not covered by 
heaters themselves, the measured results are for heat transfer 
coefficients on the surface area between two adjacent turbu
lators. 

Each test section was placed radially on the test facility's 
light-weight aluminum honeycomb rotating disk. Air was the 
working fluid and the flow direction for the rotating tests were 
radially outward. Air mass-flow rate was measured using a 
custom-made critical venturi. After passing through a single-
pass baffled counterflow shell-and-tube water cooler and two 
stages of filtration, air was delivered to the plenum section by 
means of a rotating air seal. The air was then directed through 
a honeycomb flow straightener and a bellmouth opening into 
the test section. The air cooler condensed any residual moisture 
in the air before entering the second filtering stage. Cooling 
the air to approximately 20 °C (68 °F) also resulted in higher 
surface-to-air bulk temperature differences, thereby reducing 
the uncertainty in heat transfer coefficient measurements. 

Test Procedure 
Prior to testing, the liquid crystal sheet was calibrated with 

procedures explained in detail by El-Husayni (1991). The shade 
of green corresponding to a temperature of 37°C (98.6°F), 
more distinct than other colors, was chosen as the reference 
color. 

East test section was rotated at nominal speeds of 50, 100, 
and 200 rpm, in both clockwise ( + ) and counterclockwise ( - ) 
directions. Reversal of the direction of rotation permitted 
measurements on both the trailing and leading surfaces of the 
channel at the same camera location. For each rotational speed, 
Reynolds number was varied between 5000 and 23,000 in five 
steps for the turbulated test section. The smooth test section, 
however, was tested for only two Reynolds numbers (9600 and 
20,600) for each rotational speed. Stationary tests were also 
performed for the specified range of Reynolds numbers. 

The testing procedure followed in the present investigation 
can be summarized as follows. For a given air mass flow rate 
and rotational speed, enough power was supplied to the heaters 

I n s u l a t i o n 

Axis of 
rotation 

Slip ring 
assembly 

direction of 
camera view 

Rotary air 
seal 

K-type thermocouples 
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V^VSXXX s: s 
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Rotat ing 
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Fig. 2 Rotating test facility (side view) 
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to produce the first isochrome on the liquid crystal sheet in 
the measurement area. This area corresponded to a location 
at an L/Dh of 9.53 (r/Dh = 12.92) for the smooth case or an 
area between a pair of ribs centered also at the L/Dh of 9.53 
for the turbulated test section. This L/Dh is typical of a small 
turbine blade airfoil cooling passage pitch-line location. After 
the system reached thermal equilibrium, i.e., the isochromes 
on the liquid crystal sheet remained stagnant, a photograph 
was taken of the entire measurement area. For the turbulated 
channel, the power level was then increased, forcing iso
chromes to move so that another segment of the region of 
interest could be recorded on film. This procedure was repeated 
until the reference isochrome covered the entire area between 
two turbulators. An average of 15 photographs was required 
to cover that area of interest with the reference temperature. 
This concluded a set of data for a single combination of Reyn
olds number and rotational speed. Then the flow rate was 
increased and the above process was repeated for all the re
maining Reynolds numbers and rotational speeds. Data were 
archived and organized using an interactive computer program 
on a VAX 8650 main frame. The heat transfer coefficient 
corresponding to each picture was then calculated from: 

160 

h = -
T -T 

where 7^ is the surface temperature and Tm is the air mixed 
mean temperature calculated from an energy balance between 
the test section entrance and the camera location. It should be 
noted that the small temperature drop across the liquid crystal 
sheet (a fraction of a degree) was taken into consideration 
when surface temperature was measured. q"b is the heat loss 
through the back of the primary wall and q "T is the radiational 
loss from the primary wall to the other three walls of the test 
duct. Air properties were evaluated at the local film temper
ature, Tf. 

The final process in data reduction was to digitize the ref
erence color on the printed photographs for the calculation of 
the area-weighted average heat transfer coefficient. A dedi
cated software package with an active tablet and a magnetic-
field mouse was utilized to evaluate the area covered by the 
reference isochrome. Area values associated with each pho
tograph were stored in a data file for use in conjunction with 
the raw data to obtain heat transfer coefficients. The area-
weighted average heat transfer coefficient was then calculated 
from: 

+ flf,pQfjp 

+ a„, 

where np is the total number of photographs taken for a given 
Reynolds number-rotational speed combination, d through 
anp are the areas covered with the reference color, and h\ 
through h„p are the measured heat transfer coefficients cor
responding to those areas. Maximum experimental uncertainty 
for the heat transfer coefficients, following the method of Kline 
and McClintock (1953), was calculated to be about ± 8 percent 
for the case of asymmetric heating at the highest rotation 
number. 

Results and Discussion 

Smooth Test Section. Variations of the local Nusselt num
ber with Reynolds number for all thermal boundary conditions 
are shown in Fig. 3. Heat transfer coefficients corresponding 
to the stationary case (Ro = 0) show little sensitivity to the 
choice of thermal boundary conditions but do show the classic 
abrupt entrance enhancement effects associated with devel
oping boundary layers at the measurement location of L/Dh 

= 9.53. On both leading and trailing sides, especially for the 
lower range of the Rotation number, the rotating flow results 
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Fig. 3 Thermal boundary conditions and rotational effects on smooth 
channel heat transfer 

show only a slight sensitivity to the choice of thermal boundary 
conditions, the fully symmetric heating shows a higher heat 
transfer coefficient than that in the asymmetric heating case. 

The maximum difference in heat transfer coefficient between 
the fully symmetric and asymmetric heating cases occurred at 
the higher end of the Rotation number and the lower value of 
the Reynolds number. These conditions correspond to the high
est Coriolis acceleration and the lowest fluid inertia. The results 
also show a local minimum in trailing heat transfer coefficient 
at low Rotation numbers and an apparent minimum on the 
leading walls at higher rotation. Those tests corresponding to 
the minimum points were repeated and the results, each time, 
showed a persistent minimum. Since it is generally concluded 
that centripetal buoyancy has a degrading effect on the heat 
transfer coefficient in a radially outward flow, a physical ex
planation for such behavior must be attributed to: (a) an initial 
domination of centripetal buoyancy over the Coriolis accel
erations at low Rotation numbers on the trailing side and (b) 
the apparent upturn in the heat transfer, also noted by Wagner 
et al. (1991), on the leading side may be attributed to higher 
levels of turbulence intensity at high Rotation numbers (Mit-
yakov et al., 1984) caused here primarily by higher buoyancy 
forces, which increase near-wall velocity gradients and thus 
generate higher turbulent kinetic energy near the wall. 

It is noted that for the asymmetric heating case, the radiative 
heat flux from the heated walls to the three unheated walls 
was substantial. Depending on the heat flux generated on the 
test section wall, the amount of radiative heat flux reached as 
high as 30 percent of the total heat flux generated on that 
surface. As expected, the amount of radiative heat flux for 
the symmetric case was less than that of asymmetric case and 
in the fully symmetric case it was almost negligible. 

Results of the present work are compared with those ob
tained by Wagner et al. (1991) in Fig. 4 in terms of the buoyancy 
number Gr/Re2. Reasonable agreement, considering the fact 
that variation of the buoyancy number in the present work 
was accomplished through the change of the Rotation number 
and not AT/T, is apparent. The higher levels of heat transfer 
in the present work may be attributed mainly to these data 
being taken earlier in both the hydrodynamically and thermally 
developing regions of the channel when compared to the data 
of Wagner et al. The present limited smooth channel data, 
however, suggest future investigations to expand the range of 
test parameters and geometry to verify levels and trends of 
wall heat transfer over the full range of buoyancy number 
simulation for blade cooling design application. 
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in uniform heat flux distributions 

Turbulated Test Section. The smooth test section was 
roughened with a total of nine staggered turbulators as shown 
in Fig. 2. Results are presented for the area between the third 
and fourth turbulators on the primary (liquid crystal) wall. 
The effects that various thermal boundary conditions have on 
the heat transfer coefficient in the turbulated test section in a 
stationary mode are shown in Fig. 5. The asymmetric heated 
case generally produced the lowest Nusselt number values for 
the range of Reynolds number investigated. While the heat 
transfer coefficients for the symmetric case were higher than 
those for the asymmetric case, the fully symmetric case pro
duced the highest heat transfer coefficients in the low range 
of Reynolds numbers and the lowest heat transfer coefficients 
in the higher range of Reynolds numbers. To the authors' 
knowledge no data for a blockage ratio as high as e/Dh = 
0.24, tested in this investigation, are available in the open 
literature for comparison. Reported 60 deg staggered data were 
for blockage ratios in the order of 4-6 percent (Metzger et al., 
1990; Lau et al., 1991). Furthermore, highly conductive tur
bulators were utilized in the latter study with the turbulators 
fin effects included in the reported results. These factors made 
the comparisons inappropriate. 

Air flow ^ > 
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Nu=138.3 
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(c) Re = 5,135 Ro=1.49 Nu=69.2l (190 RPM-Traxling wall) 

Fig. 6 Variations in iso-Nu contours between two consecutive turbu
lators for asymmetrically heated stationary and rotating channels 
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Fig. 7 Variations in iso-Nu contours between two consecutive turbu
lators for fully symmetric heated stationary and rotating channels 

Figures 6 and 7 show typical displays of isochromes cor
responding to iso-h areas in a region between a pair of tur
bulators on the leading and trailing walls and for the stationary, 
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asymmetrically, and fully symmetrically heated cases. These 
figures, which represent the flow "footprints" on the turbu
lated surface, are very helpful in interpreting the heat transfer 
behavior of each surface and perhaps is the major benefit of 
liquid crystal thermography. It is observed that there are sig
nificant differences between the iso-h patterns on the stationary 
wall and those on the rotating leading wall, but relatively minor 
differences between the iso-h patterns on the rotating trailing 
and stationary walls. Although minimal differences are noticed 
in the iso-h patterns on the trailing wall between the asymmetric 
and fully symmetric heated cases, a significant difference in 
the average heat transfer coefficient was measured. These data 
correspond to the highest Rotation number with the lowest 
Reynolds number. Hence it can be conjectured that the cen
tripetal buoyancy effects would be most pronounced under 
such operating parameters and therefore suppress any possible 
enhancement in the asymmetric heating case. 

Figures 8-10 show the thermal wall variation of average 
turbulated wall heat transfer coefficient with Rotation number 
at different Reynolds numbers for both the leading and trailing 
walls. The solid lines between data points are constant Reyn
olds number whereas the broken lines are constant rotational 

Reynolds number. This data representation illustrates the trend 
of heat transfer coefficient behavior as Reynolds number, Ro
tation number, and wall thermal boundary conditions vary. 
Several observations are noted. First, effects of the thermal 
boundary conditions on the leading wall heat transfer coef
ficients and trends are more significant as Reynolds number 
increases, whereas the trailing wall heat transfer coefficients 
and trends are generally sensitive to the choice of thermal 
boundary conditions at all Reynolds numbers. The maximum 
differences appear to occur at the highest end of the Rotation 
number and lowest Reynolds number. Second, while the heat 
transfer coefficient shows a definite rotational deficit on the 
leading wall for all thermal boundary conditions, only the fully 
symmetric thermal boundary condition shows an appreciable 
trailing wall enhancement at all rotational speeds. Third, a 
comparison between the fully symmetric case in Figs. 3 and 
10 shows that the rotational heat transfer minimum, discussed 
previously for the smooth channel, occurs on the leading side 
of the turbulated channel with an increasing strength as the 
Reynolds number increases and rotational speed decreases. 
However, on the trailing side, the local minima are apparent 
only for the asymmetric and symmetric cases. For the fully 
symmetric case with the apparent downturn trend at higher 
Reynolds numbers, it can be speculated that those minimums 
will occur at higher Rotation numbers. 

To show the effects of rotation on the heat transfer coef
ficient for all Reynolds numbers, the measured rotating heat 
transfer coefficients were normalized with those measured in 
the stationary mode at the same Reynolds number. The three 
thermal boundary condition results are shown in Figs. 11-13. 
All thermal boundary conditions show a deficit in heat transfer 
coefficient on the leading surface. This deficit increases with 
the Rotation number. At low Rotation numbers, correspond
ing to either high flow velocity or low angular velocity, fluid 
inertia overcomes forces caused by Coriolis accelerations. 
Therefore, the effects of rotation on heat transfer coefficient 
at' low rotation numbers are minimal. At the highest end of 
the Rotation number on the leading side, however, the situation 
is reversed. The Coriolis accelerations are strong enough to 
force the flow away from the leading wall. As discussed before, 
the display of the iso-h lines on the leading wall at high Rotation 
number (Figs. 6 and 7) show a significant change in the flow 
"footprint" and corresponding lower heat transfer levels com
pared to that of stationary case. 

Finally, whereas the change in deficit heat transfer due to 
rotation on the leading surface appears to be almost insignif-
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icant as the number of heated walls increases, the enhancement 
in heat transfer coefficients on the trailing wall increases as 
the number of heated walls increases. It is speculated that a 
higher near-wall temperature gradient caused by the secondary 
flows in the asymmetric case produces higher centripetal buoy
ancy forces, which are known to have degrading effects on the 
heat transfer coefficients for the radially outward rotating 
flows. Furthermore, this behavior is consistent with the pre
vious conclusion for rotating smooth and roughened test sec
tions in stationary mode where, for most cases, the heat transfer 
coefficients increased as the number of heated walls increased. 

Conclusions 

Smooth Test Section 
(fir) Heat transfer coefficients for the smooth passage in sta

tionary mode did not exhibit any appreciable sensitivity to the 
choice of thermal boundary condition. The same conclusion 
was made for the rotating mode with the exception of the 
results obtained at the highest Rotation number tested. Never
theless, the fully symmetric case exhibited the highest heat 
transfer coefficients. 

{b) The heat transfer coefficients on the leading side of the 

smooth passage showed a decreasing trend at low Rotation 
numbers to a minimum at about Ro = - 0 . 4 and then increased 
with further increase of the Rotation number. 

Turbulated Test Section 
(a) In the stationary mode, the heat transfer coefficients did 

not vary markedly with the change of the thermal boundary 
conditions except that the heat transfer increased slightly with 
increased number of heated walls at low Reynolds numbers 
but decreased at higher Reynolds numbers. 

(b) Heat transfer coefficients on the leading side of the 
turbulated passage in rotating mode decreased with Rotation 
number for all thermal boundary conditions, but appeared 
almost insignificantly affected by the thermal wall conditions 
imposed. 

(c) Heat transfer coefficients on the trailing side were more 
sensitive to the choice of thermal boundary conditions. While 
the asymmetric case showed a slight increasing deficit in heat 
transfer with increased rotation, the symmetric wall indicated 
little change, whereas the fully symmetric case exhibited an 
enhancement. 
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Heat Transfer in Serpentine Flow 
Passages With Rotation 
Heat transfer characteristics of a three-pass serpentine flow passage with rotation 
are experimentally studied. The walls of the square flow passage are plated with 
thin stainless-steel foils through which electrical current is applied to generate heat. 
The local heat transfer performance on the four side walls of the three straight flow 
passages and two turning elbows are determined for both stationary and rotating 
cases. The through)low Reynolds, Rayieigh (centrifugal type), and rotation numbers 
are varied. It is revealed that three-dimensional flow structures cause the heat transfer 
rate at the bends to be substantially higher than at the straight flow passages. This 
mechanism is revealed by means of a flow visualization experiment for a nonrotating 
case. Along the first straight flow passage, the heat transfer rate is increased on the 
trailing surface but is reduced on the leading surface, due to the action of secondary 
streams induced by the Coriolis force. At low Reynolds numbers, the local heat 
transfer performance is primarily a function of buoyancy force. In the higher Reyn
olds number range, however, the circumferentially averaged Nusselt number is only 
a weak function of the Rayleigh and rotation numbers. 

Introduction 
In modern high-performance gas turbines, the effective cool

ing of gas turbine blades (especially nozzle blades, and first-
stage moving blades, which are under severe thermal condi
tions) is essential to the enhancement of their performance. In 
general, film cooling is imposed on external surface of turbine 
blades, while forced-convection cooling is often performed 
inside the blades, by means of a winding cooling passage, as 
depicted in Fig. 1. In the case of moving blades, the flow and 
heat transfer mechanisms are extremely complex, since both 
the Coriolis force and the buoyancy force in the centrifugal 
acceleration field exert the same order of effects on flows in 
the passage. Morris and Ayhan (1979) investigated the influ
ence of rotation on heat transfer in the coolant channel of gas 
turbine rotor blades. Wagner et al. (1991a) treated the buoy
ancy-force-controlled heat transfer phenomena in rotating pas
sages with radial outward flow. Wagner et al. (1991b) conducted 
experimental studies on heat transfer performance in rotating 
serpentine passages of square cross section. It was revealed 
that significant changes occurred in the heat transfer perform
ance at the turning sections, and there were considerable dif
ferences between the inward and outward flows in the straight 
sections of the flow passage. The Rayleigh number was higher 
than the Reynolds number, implying that the heat transfer 
performance was buoyancy controlled. Wagner et al. (1991a) 
and Taslim et al. (1991) reviewed the existing literature on 
rotating passages with smooth walls, and experimentally stud-
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ied the effects of rotation on heat transfer performance in 
rotating, square passages with smooth walls and with opposite 
rib-roughened walls, respectively. Iacovides and Launder (1991) 
studied fully developed flow in rotating rectangular ducts under 
constant wall heat flux conditions. Other studies on heat trans
fer performance inside rotating channels and tubes include 
those of Siegel (1985), Guidez (1989), and Medwell et al. (1991). 
However, the flow and heat transfer characteristics in serpen
tine flow passages are not yet sufficiently clear. 

Fig. 1 
blade 

A schematic of a winding flow passage inside a moving turbine 
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In the present paper, an experimental study is performed to 
determine convective heat transfer inside a serpentine flow 
passage of square cross section, rotating about an axis that is 
perpendicular to the straight flow passage. The purpose of the 
study is to disclose the general, fundamental characteristics of 
basic elements (outward and inward straight flow passages and 
bends) in an internal convective cooling passage of axial-flow-
type gas turbine blades. The four walls of the square flow 
passage are maintained at constant heat flux condition, which 
is different from the constant wall temperature case used in 
the previous study by Wagner et al. (1991a, b). The thermal 
boundary condition on the walls of cooling passages in actual 
turbine blades is under neither constant temperature nor con
stant heat flux but is in between the two. The difference in the 
heat transfer coefficients, resulting from the two thermal 
boundary conditions, is insignificant. The effects of both the 
secondary stream (induced by the Coriolis force) and the buoy
ancy force (caused by the centrifugal force) on heat transfer 
characteristics are investigated. 

Experimental Apparatus and Procedure 
A variety of geometries and dimensions are used for the 

winding flow passages within actual turbine blades. The av
erage equivalent (or hydraulic) diameter de is about 3 mm; the 
length of a straight flow portion L is 6 to 15 times de; and the 
average rotating arm length of blades R is 30 to 70 times de. 
In this study, an enlarged model about 7 times the actual size 
of a turbine blade is employed. For the model, de = 20 mm 
(square flow cross section with 20 mm sides), L = 210 mm, 
and R = 880 mm. The inlet air temperature was 18 to 25°C 
(i.e., room temperature under one atmosphere). 

The test section is illustrated schematically in Fig. 2. It con
sists of two radially outward, straight flow sections, one ra
dially inward straight flow section, and two 180-deg flow bends. 
These flow sections rotate about the axis, which is perpendic
ular to the straight flow passages, as shown. In order to dis
tinguish the four side walls of the square flow passage, the 
front and rear walls, relative to the rotating direction, are called 
the leading and trailing surfaces, respectively. The other two 

a 

rf, 
L 
R 

= 20 
= 20 
= 220 
= 880 

mm 
mm 
mm 
mm 

Leading, 

Left -rA A 

Axis of rotation 

Fig. 2 Geometry and dimensions of a serpentine flow passage and its 
axis of rotation 

side walls are named the right and left surfaces, in reference 
to an observer facing the flow direction. 

Figure 3 depicts the details of the test section and the position 
of thermocouples for measuring the heat transfer surface tem
perature. The flow passages are made of a Bakelite plate, which 
is fabricated by means of precision machine cutting. The values 
of the curvature r at the inner and outer corners of the bends 
are 4 mm and 10 mm, respectively. One 50-^m-thick piece of 
stainless steel foil covers each of the four side walls. By passing 
electric current through the steel, the foils become heating 
surfaces of uniform heat flux. The entire test section is covered 
with insulating material. As shown in Fig. 3, the K type (alumel-
chromel) thermocouples are positioned on each of the four 
side walls at 17 different locations along the flow direction, 

N o m e n c l a t u r e 

CP = 

de = 

/ = 
Gr 

m 
Nu 

Num = 

Nu' 

side length of passage cross 
section, m Pr = 
specific heat, kJ/kg-°C qw = 
mean equivalent (i.e., hy
draulic) diameter, m R = 
force, N; fCE, centrifugal, fco, 
Coriolis Ra = 
Grashof number = 
Rw2l3deATm/v2 Re = 
thermal conductivity of air, 
W/m-°C Ro = 
length of straight flow pas
sage, m T = 
length of entrance region, m 
mass flow rate, kg/s T0 = 
Nusselt number as defined by Tj = 
Eq. (2); Nu^, stationary and 
fully developed both hydro-
dynamically and thermally AT,,, = 
average Nusselt number over 
the entire first straight flow 
passage = a,„de/k u = 
circumferential average Nus
selt number as defined by Eq. u,„ = 
(3) 
number of revolutions per z = 
minute 

Prandtl number 
heat flux of passage walls, 
W/m2 

mean radius of rotating blade, 
m 
Rayleigh number, as defined 
by Eq. (2) 
Reynolds number, as defined 
by Eq. (2) 
rotation number, as defined 
by Eq. (2) 
temperature, °C; Tb, of bulk 
fluid, Tw, of passage wall 
inlet fluid temperature 
circumferential average wall 
temperature as defined by Eq. 
(4), °C 
mean temperature difference 
= (Zi,z2, [Tw'(z)-Tb(z)]dz/ 
(Z2-Z1)) 

fluid velocity in flow passage, 
m/s 
mean fluid velocity in flow 
passage 
flow distance from the place 
where wall heating begins, m 

v 

convective heat transfer coef
ficient as defined by Eq. (1) 
W/m2-°C; «„,, stationary and 
fully developed both hydro-
dynamically and thermally 
average heat transfer coeffi
cient = qw/ATm 

circumferential average heat 
transfer coefficient as defined 
by Eq. (4), W/m2-°C 
coefficient of thermal expan
sion, 1/K 
kinematic viscosity, m2/s 
angular velocity of rotation, 
rad/s 

Subscripts 
b = bulk fluid 
e = equivalent 

m = average over entire first 
straight flow passage 

w = passage wall 
00 = stationary case, fully devel

oped 

Superscript 
= circumferential average 

134 /Vo l . 116, JANUARY 1994 Transactions of the AS ME 

Downloaded 01 Jun 2010 to 171.66.16.55. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Inlet to 
heating section 1st straight passage 

Flow i_»_0jm_ 30 
lid. - 0 " "*i;5 

"70 Y"Tnr 

1st turn ing 
passage. 

70 
*STT 5.5 

150 
* 7 T " 

2nd straight passage 

i 424 _ "384 _ 1^344 . _ J$FZ 
1 21.2 *~*i9.2 ' 17.2" "l5.2 ' 

1190 
T9.S"\ 

•ffl 

227 
TTA 

3rd straight pasage 

498 "538 \ *57B D618 

y-m-is* ' 30 .9 fV- zld. 

. locations of thermocouples Seating " S c t i o n 

Fig. 3 Location of thermocouples in serpentine flow passage 
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Fig. 4 A schematic of the experimental apparatus 

to monitor the heating surface temperature Tw. The distance 
z is measured along the centerline of the flow passage, from 
the point at which heating begins. The portions of flow passage 
beginning at z/de = 0, 9.5, 13.2, 21.2, 24.9, . . . are called 
the first straight passage, first turning passage, second straight 
passage, and second turning passage, . . ., respectively. 

A schematic of the experimental apparatus is shown in Fig. 
4. The test section is joined to the tip of a rotor arm, which 
is attached to the rotating shaft. An induction motor drives 
the shaft via a V belt. The rotating speed of the motor is 
controlled by an inverter, while the rotor speed is monitored 
by means of an optical-type digital tachometer. The air from 
a turbo fan flows through a laminar flow meter and a rotary 
seal into the hollow rotating shaft. It then changes flow di
rection by 90 deg and flows into the test section after traveling 
through a straight entrance region (length ls = 660 mm, ls/de 
= 30), which has a square flow cross section identical to the 
flow passage inside the test section. The air that exits the test 
section releases into the atmosphere. The voltage of the electric 
power used for heating the heat transfer surface is regulated 
by a variable transformer. The power is supplied to the test 
section via a carbon brush slip ring. The air temperature at 
the inlet of the test section is measured by means of the K-
type thermocouples 300 /im in diameter. 

It is not an easy task to transfer many signals from a rotating 
body to a stationary system. In the present experimental ap
paratus, an electronic device is incorporated into the rotating 
system in order to extract 70 thermocouple outputs. Figure 5 
illustrates the diagram of the circuit used for these temperature 
measurements. The outputs from all thermocouples are led 
first to cold junctions, installed inside the rotating body, and 
then to microrelay switches. A signal from the computer ac
tivates a digital circuit inside the rotating body, which turns 
microrelay switches to select the desired thermocouple. The 
signal from the selected thermocouple is amplified by means 

HI 
Test 
section 

Digital 
circuit 

~ T ~ 
Micro relay 
switches 

l 
Isolation 
amp. 

< ^ Cold 
junctions 

IC temp, 
transducer 

. Rotor 

Carbon brush 
slip rings 

Mercury slip 
rings 

U U U 

s-
TTTJ 

Digital 
Volt meter Computer 

Fig. 5 A circuit for temperature measurements 

of an isolation amplifier in order to raise the S/N ratio. It is 
then transmitted out of the rotating body via a mercury slip 
ring. All thermocouple outputs are thus transmitted from the 
rotating body to the stationary space, and automatically re
corded. The mercury slip ring employed in the present study 
has two channels: one for transmitting the input signal from 
the computer, the other for extracting the output signals of 
the thermocouples. 

Experimental Results and Discussion 
The local heat transfer coefficient a is defined as 

a = qw/(Tw-Tb) (1) 

The Nusselt, Reynolds, rotation, and Rayleigh numbers are 
defined respectively as 

Nu = ade/k, Re = umde/v, ~) 
• 2 (2) 

Here, Ra denotes the modified Rayleigh number commonly 
employed in natural convective heat transfer, under the uni
form wall heat flux condition. The use of this Rayleigh number 
is convenient for the constant wall heat flux case, since it is 
relatively simple to impose a desired value of the heat flux q„, 
while to produce a desired value of the wall temperature (equiv-
alently the wall-fluid temperature difference) is rather difficult. 
One can rewrite Ra as 

where 

Ra = NumGrPr 

Gr = Ru2t3d/ATm/v2 

The air flow rate, rotational speed of the rotor, and heating 
rate are varied to change the values of Re, Ro, and Ra. The 
heat transfer performance, in the form of the dimensionless 
parameter Nu, is measured. An uncertainty analysis was con
ducted following the principles described by Kline and Mc-
Clintock (1953). The uncertainty in heat transfer measurements 
(i.e., heat transfer coefficients) was estimated to be within ± 15 
percent. 

One of the most important features of heat transfer in wind-
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Fig. 6 Distribution of Nusselt numbers in the serpentine flow passage 
at Re = 20,000 and Ra = Ro = 0 

ing flow passages may be found at the 180-deg bends, where 
complex flow phenomena exert strong effects on heat transfer 
characteristics. 

1 Stationary Case. An example is shown in Fig. 6 for the 
distribution of local Nusselt numbers in the flow direction at 
Re = 20,000 for the stationary case (corresponding to Ra = 
Ro = 0). It is disclosed that: 

(i) In the first outward straight flow passage, the values 
of Nu at the four side walls coincide and agree well with those 
in the thermal entrance region of turbulent flow inside a long, 
straight tube (Kays and Crawford, 1980), as shown by the 
dotted line. It should be noted that, in the present test setup, 
a fully developed turbulent flow enters the thermal entrance 
region, due to the hydrodynamic region prior to the test section. 

(ii) In both the first and second bends, the values of Nu 
at all four side walls increase. The increase in Nu at the curved 
outer wall is especially notable. The values of Nu at the leading 
and trailing surfaces are identical and as high as those at the 
curved outer wall. The Nu at the curved inner wall is the lowest 
of the four side walls. 

(Hi) The second (inward) and third (outward) straight flow 
passages are subject to the influence of the circulating flow in 
their upstream bends, resulting in higher values of Nu at the 
left wall surface (V) at the entrance of the second straight 
flow passage and the right wall surface (A) at the entrance of 
the third straight flow passage. Further downstream, however, 
the values of Nu for the four side walls coincide again. 

(iv) All local Nu values downstream of the first straight 
flow passage are higher than that of a long straight tube, as 
represented by the dotted line in Fig. 6. 

From the above observations, one concludes that in the 
stationary case, heat transfer downstream of the first bend is 
strongly influenced by the flow characteristics in the bend. 
That is, the left and right surfaces have markedly distinct heat 
transfer characteristics, while the leading and trailing surfaces 
exhibit the same thermal behavior. 

To aid in understanding heat transfer mechanisms at the 
first bend, a flow visualization study is performed on a physical 
model, which is identical to the test section, except that the 
Bakelite cover plate of the leading surface is replaced by trans
parent plexiglass. Paraffin mist is used as the tracer to observe 
the flow patterns in and around the first bend, as depicted in 
Fig. 7. Figures 7(a), (b), and 7(c) correspond to the cases where 
the mist is injected (a) near the left wall, (b) at the midway 
between (a) and (c), and (c) along the passage axis. The air 

Illustration of visualized 
streak lines 

(b) 

Left surface 
Right surface 

(O 

Tracer 

Tracer injector 

Fig. 7 Flow visualization in first bend of stationary passage with mist 
injected in the first straight section, (a) near left surface, (c) along pas
sage axis, and (6) midway between (a) and (c), Re = 300 

flow is set at Re = 300, for reference purposes. In case (c), 
the mist traveling along the passage axis collides with the left 
wall of the bend. It then switches to follow the right wall in 
the second straight flow passage. Both cases (a) and (b) are 
characterized by a large inverse flow region at the left corner 
of the bend. A visual, observation reveals that the mist follows 
the left wall into the bend, where it takes a head-on collision 
and splits into two streams, one upward and one downward, 
to wash the left corner, then separately follow the main flow. 
In short, the flow in the bend is three dimensional and ex
tremely complex as shown in the illustration of visualized streak 
lines. The aforementioned phenomena in items (if) and (iv) 
result from three-dimensional flow structures. 

2 Rotating Case. Examples of the local T„ and Nu dis
tributions along the flow passage are illustrated in Figs. 8(a) 
and 8(b), respectively, for the flow passage in rotation, with 
Re = 20,000, Ro = 0.046, andRa = 1.25 X 108. It is disclosed 
from Fig. 8(a) that, as a general trend, the wall temperatures 
are higher at the straight channel sections and lower in the 
bend regions. Since the wall heat flux is constant in the present 
study, the bulk mean air temperature increases with the flow 
distance z/de as shown. Figure 8 illustrates that, in spite of an 
increase in the cooling air temperature along the flow passage, 
the maximum wall temperature is achieved not at the down
stream region, but at the leading surface, in the first straight 
flow passage. This is one of the special phenomena observed 
when the flow passage is in rotation. Figure 8(b) shows that: 

(/') In the first straight flow passage, Nu increases along 
the trailing surface, decreases along the leading surface, and 
increases slightly along the right and left surfaces. 

(ii) In contrast to the first straight flow passage, in the 
second passage the local Nu increases along the leading surface 
and decreases along the trailing surface. This reversal of Nu 
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Fig. 8(a) Variation of local wall temperature along rotating flow passage 
at Re = 20,000, Ro = 0.046 (i.e., 350 rpm), and Ra = 1.25 x 108 
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Fig. 8(b) Variation of local Nu's along rotating flow passage at Re 
20,000 Ho = 0.046 (i.e., 350 rpm), and Ra = 12.5 x 108 

between the two surfaces is repeated again in the third straight 
flow passage. 

(Hi) As in the stationary case, the values of Nu on the four 
side walls of the bends are all significantly higher than that of 
a straight tube (shown by the dotted lines). The Nu of the 
curved inner side wall is lower than the Nu values of the other 
three side walls, but is higher than the stationary case. In short, 
the basic trend of heat transfer characteristics at the bends is 
not much different from that of the stationary case. 

3 First Straight Flow Passage in Rotation. As shown 
above, the heat transfer characteristics in the rotating serpen
tine flow passage are extremely complex. Each flow passage 
has a distinct heat transfer mechanism that requires detailed 
investigation. The present study focuses on heat transfer in 
the first straight flow passage: Figs. 9 and 10 depict the var
iations of heat transfer coefficient ratios, Nu/Nuoo, in the first 
straight flow passage, for Re = 4,000, qw = 315 W/m2, and 
Re = 20,000, q„ = 1650 W/m2, respectively. The rotating 
speed ranges from 0 to 500 rpm. Only results for the leading 
and trailing surfaces are included because only they are sig
nificantly influenced by rotation. Nu™ is the Nusselt number 
in a stationary straight tube with fully developed hydrodynamic 
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Fig. 9 Variation of heat Nusselt number in the first straight flow pas
sage at Re = 4000 and q„ = 315 W/m2 with 0A7 = 0.037 to 0.11 
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Fig. 10 Variation of heat Nusselt number in the first straight flow pas
sage at Re = 20,000 and q„ = 1650 W/m2 with /SAT = 0.037 to 0.11 

and thermal fields (Kays and Crawford, 1980). The Kays-
Crawford formula reads 

Nu (z) = Nu«„[l .0 + C/(z/de)\ 

where 

Nuoo = 0.022 Re°-8Pru 

C=0.8[1.0 + (Re/1700)" 3000<Re<5xl05 

z/de>5, Pr = 0.717 
Figures 9 (Re = 4000) and 10 (Re = 20,000) represent the 
lower and higher flow rate cases, respectively. 

The following is deduced from these figures: 
(i) In the stationary case (n = 0), the distributions of 

heat transfer coefficients on the leading (open circle) and trail
ing (solid circle) surfaces coincide. They first decrease along 
the flow, but then rebound near the end of the straight passage. 
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Fig. 11 Generation of secondary flows in the first and second straight 
flow passages due to rotation 

The rebound is due to the effects of the bend propagating 
upstream into the straight passage. (z/de = 9.5 corresponds 
to the exit of the straight passage, i.e., the inlet of the bend). 

(ii) When the flow passage is in rotation, Nu of the trailing 
surface increases over the entire passage, while Nu of the lead
ing surface declines, even to a value below Nu„,. As a result, 
Nu of the trailing surface is higher than Nu of the leading 
surface over the whole flow passage. For example, at Re = 
4,000 in Fig. 9, Nu of the trailing surface is roughly twice that 
of the leading surface. 

(Hi) In the rotating cases, the distribution of Nu on the 
trailing surface first diminishes along the flow passage, and 
then rebounds. The location of this "rebound" migrates up
stream with increasing rotation number R0. 

The aforementioned phenomena observed in the rotating 
flow passage result from a combination of both the Coriolis 
and centrifugal forces, in addition to a contribution of forced 
convection by the mainstream. Figure 11 illustrates a schematic 
diagram of secondary flow patterns that are induced in the 
rotating flow passages, both when the fluid is flowing outward 
from, and inward toward, the axis of rotation. The figure is 
used to explain the mechanisms that induce the previously 
mentioned phenomena: When a fluid flows in a tube rotating 
about an axis that is perpendicular to the tube axis, a centrifugal 
force fcE acts on every part of the fluid. In addition, a Coriolis 
force/co. whose magnitude is proportional to the flow velocity 
u (radial component), acts in the direction perpendicular to u. 
The direction of / c o varies with the direction of u (outward 
or inward flow), as depicted in the figure. Due to the action 
of viscosity, u is small near the tube walls and large near the 
tube axis. As a result, a relatively large Coriolis force appears 
in the central portion of the flow cross section, and conse
quently a secondary flow is produced, as shown schematically 
in the figure. The rotational directions of this secondary flow 
are completely opposite that of the outward and inward flows. 
In the presence of such a secondary flow, the heat transfer 
performance of the side wall (i.e., the trailing surface for 
outward flow, or the leading surface for inward flow), which 
receives relatively cold fluid from the tube center will be en
hanced. This trend becomes more pronounced with an increase 
in the rotational speed. This explains item (ii) concerning the 
trailing surface having a higher heat transfer rate than the 
leading surface. 

The heat transfer performance in a rotating flow passage is 
subject to forced convection due to the main stream flow (flow 
in the tube-axis direction), the secondary flow induced by the 
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Coriolis force, and the buoyancy effect caused by the centrif
ugal force. The magnitudes of their effects are represented by 
the Reynolds, rotation, and Rayleigh numbers, respectively. 

Re (i.e., throughflow rate) and Ro (number of revolutions 
per minute) are held constant while Ra (heat flux qw) is varied 
to investigate the effects of the buoyancy force. Representative 
results are shown in Figs. 12 and 13 for Re = 4000, Ro = 
0.232, and Re = 20,000, Ro = 0.045, respectively. These 
figures reveal that: 

((') When Ro is relatively high (Fig. 12), the heat transfer 
characteristics of both the leading and trailing surfaces are 
significantly affected by Ra. The heat transfer performance is 
controlled by Ra. 

(ii) Ra has little influence on Nu when Ro is relatively low 
(Fig. 13). This is the case of heat transfer controlled by Re. 

(Hi) When the effect of Ra is significant (Fig. 12), an 
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Fig. 14 Variations of circumferential average Nusselt numbers in the 
three-pass serpentine flow passage in stationary and rotating cases 

increase in Ra is accompanied by increased Nu at the trailing 
surface throughout the entire flow passage, while Nu at the 
leading surface diminishes at the passage inlet and increases 
at the exit. (This appears to happen at both leading and trailing 
surfaces.) 

Some test data of Wagner et al. (1991a) are superimposed 
in Fig. 13 for comparison. It is seen that these results support 
the observations described in items (0 and (Hi). 

Since the leading and trailing surfaces have markedly dif
ferent heat transfer characteristics, the designers of cooling 
flow passages in rotor blades must take this finding into con
sideration. 

Because Nu increases on the trailing surface but decreases 
on the leading surface, the circumferential average Nusselt 
number Nu' would not change much in rotating flow passages. 
Nu' is defined as 

where 

Nu'(z)=a'(z)de/k 

a'(z) = qw/(TUz)-Tb(z)) 

TW(Z)= ( head ing + 7 , iv t r a i l i n g+ TwHght+Tw 

Tb(z) = T0 + 4azqw/(mCp) 

r,)/4 

(3) 

(4) 

Figure 14 is an example showing the variations of Nu' along 
the entire flow passage for both the stationary (shown by 
circles) and rotating (shown by squares) cases. It is seen that 
rotation augments Nu' in the bends as well as the third straight 
flow passage, but only slightly in the first and second straight 
flow passages. 

Since the flow velocity diminishes in both the main flow and 
circumferential direction at all four corners of a square flow 
cross section, it is easy to expect a retardation in the local heat 
transfer coefficients there. In other words, one realizes that 
the local heat transfer coefficients are not uniform in the cir
cumferential direction. In the present study, thermocouples 
are installed at the center of each of the four walls at several 
locations along the flow passage to measure the representative 
temperatures of each surface. The readings from these ther
mocouples are substituted into Eq. (4), which yields the average 
heat transfer coefficient based on the center temperatures of 
the four walls. It is anticipated that the present results are 
somewhat higher than the circumferentially averaged heat 
transfer coefficient including the four corners and their vicin
ity. 
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Fig. 15 Comparison with previous experimental results 

4 Comparison With Previous Experimental Results. Figure 
15 depicts the effects of Gr/Re2 on Nu/Nu<„ for the leading 
and trailing surfaces, at z/de = 7.5 in the radially outward 
flow passage (indicated by open and solid triangles). The ex
isting data of Wagner et al. at z/de = 8.5 (open and solid 
circles) and Guidez at z/de = 7.4 (open and solid squares) are 
superimposed on Guidez at z/de = 1A (open and solid squares) 
are superimposed on the figure for comparison. Note that Gr 
is defined as Rw2f3 de

3AT/v2. Both the present and Guidez's 
(1989) studies were under uniform wall heat flux, while the 
study of Wagner et al. (1991a) utilized uniform wall temper
ature and all used a square flow passage. 

It is seen in the figure that the three studies agree fairly well 
in the Nusselt numbers on the trailing surface over the entire 
range of Gr/Re2 and also in those on the leading surface up 
to Gr/Re2 of 0.1. The agreement in the Nusselt numbers on 
the leading surface breaks down when Gr/Re2 exceeds 0.1. 
The data of Wagner et al. fall drastically below those of the 
present study beginning at Gr/Re2 of approximately 0.1. The 
reason is uncertain. Nevertheless, it is important to point out 
that the Nu curves for both the trailing and leading surfaces 
deflect at Gr/Re2 = 0.1. It is conjectured that the buoyancy 
effects begin to change at Gr/Re2 = 0.1. A further study is 
needed to explore its mechanism. 

Conclusions 
Heat transfer performance in a rotating serpentine flow pas

sage of square cross section is experimentally investigated. The 
test section is preceded by a hydrodynamic calming region. 
The test model is a blow-up (by seven times) model of actual 
winding flow passages in rotor blades. It is concluded from 
the study that: 

(/') The flow in the 180-deg bends exhibits strong three-
dimensional structure. 

(if) The heat transfer coefficient in the bend is substantially 
higher than in the straight flow passages. Hence, the average 
heat transfer characteristics over the entire flow passage is 
greatly affected by flow at the 180-deg bends. 

(Hi) Due to secondary flow induced by the Coriolis force, 
the heat transfer coefficient in the radially outward flow pas
sages diminishes on the leading surface, but increases on the 
trailing surface, with an increase in rotational speed. The trend 
is reversed in the radially inward flow passages. 

(iv) In the radially outward flow passages: 
(a) For relatively high rotation numbers, the Nusselt 

numbers on the leading and trailing surfaces are governed by 
buoyancy effects, namely the Raleigh number. 

(b) Since changes of the Nusselt numbers on the leading 
and trailing surfaces are in opposite directions, the average 
heat transfer coefficient of the entire flow passage is a weak 
function of the Rayleigh and Rossby numbers. 
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The Solution-Adaptive Numerical 
Simulation of the Three-
Dimensional Viscous Flow in the 
Serpentine Coolant Passage of a 
Radial Inflow Turbine Blade 
This paper describes the application of a solution-adaptive, three-dimensional Na-
vier-Stokes solver to the problem of the flow in turbine internal coolant passages. 
First, the variation ofNusselt number in a cylindrical, multiribbed duct is predicted 
and found to be in acceptable agreement with experimental data. Then the flow is 
computed in the serpentine coolant passage of a radial inflow turbine including 
modeling the internal baffles and pin fins. The aerodynamics of the passage, par
ticularly that associated with the pin fins, is found to be complex. The predicted 
heat transfer coefficients allow zones of poor coolant penetration and potential hot 
spots to be identified. 

Introduction 
The continual trend to increase turbine inlet temperatures, 

to improve thermal efficiency, places ever-increasing demands 
on our ability to cool the turbine blades. It is common practice 
to use cooler air from upstream in the engine and to make this 
pass through a passage internal to the blade, exiting through 
the trailing edges. This passage is usually "serpentine" in its 
overall form and may contain several baffles and pin fins. 
From the point of view of design, it would be very useful to 
be able to simulate this flow numerically. However, both the 
geometry and the flow field are extremely complex, far more 
so than on the primary gas side. 

The design problem is essentially to use the minimum mass 
flow rate of coolant and pump it with minimum head loss. To 
achieve this requires an understanding of the aerodynamics of 
the coolant passage itself. The distribution of the coolant within 
the passage is complicated by strong, three-dimensional sec
ondary motions. These are driven by Coriolis and centrifugal 
pressure gradients and by the strong cross-stream pressure 
gradients generated by 180 deg bends. Baffles and distributions 
of pin fins are used to try and control the tendency of the fluid 
to migrate radially outboard. These add complications to the 
passage aerodynamics and in turn impact on the head losses 
associated with the passage. Typical design trade-offs are il
lustrated in Fig. 1 (taken from Snyder and Roelke, 1988). 

Current design methods (see Kumar and Roelke, 1989, and 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992, Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-193. Associate Technical 
Editor: L. S. Langston. 

Kumar and Deanna, 1988, for examples) are empirical and are 
based on combinations of one-dimensional lumped parameter 
models for passage friction loss, bend losses, branching losses, 
pumping effects, and temperature changes due to both heat 
transfer and rotational effects. Only just recently have attempts 
been started (Steinthorsson et al., 1991a, b) to apply to three-
dimensional Navier-Stokes solvers to the problem. Here the 
key difficulty in the analysis is the ability to represent the 
complex geometry by a suitable mesh system. 

The purpose of this paper is to show how a recently devel
oped, unstructured mesh, solution adaptive, three-dimensional 
Navier-Stokes solver can readily be applied to the complex 
geometry of a serpentine passage in a cooled radial inflow 
turbine rotor blade. The work has two objectives: first to 
predict the complex aerodynamics of the coolant passage; and 
second to attempt to predict the variation of heat transfer 
coefficient within the coolant passage. 

Mesh Generation and Adaptive Refinement 
The geometry chosen for the present study is that developed 

jointly between Allison Gas Turbines and NASA under the 
HOST program (Snyder and Roelke, 1988). The actual ge
ometry is not yet in the public domain but enough data are 
given in their paper to construct a very similar looking con
figuration; this is shown in Fig. 2. The coolant passage consists 
of an initial serpentine bend followed by three exit branches 
separated by baffles. Twelve pin fins are located to control 
the flow split. The channel cross section is not well defined in 
the publications listed above and was therefore assumed to be 
rectangular. 
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Fig. 1 Typical design trade-offs for a radial inflow turbine internal cool
ant passage (taken from Snyder and Roelke, 1988) 

Fig. 2 The basic geometry of the coolant passage 

The basic unstructured mesh generation procedure consists 
of a multiblock approach described in much more detail in 
Dawes (1992b); Fig. 3 shows the five blocks forming the data 
input. Within each block, a topologically cuboidal mesh is 
generated and this in turn is converted to an unstructured list 
of tetrahedral control volumes. The lists for each block are 
then added together and boundary face data, edge data, etc., 
extracted. The baffles and pin fins are introduced interactively 
during the mesh generation session by deletion of sets of cells 
and thus represent no particular burden on data preparation. 
The pin fins have a circular cross section and when they are 
introduced the mesh is distorted locally automatically to ac
commodate this. 

Once an unstructured mesh has been produced it can be 
refined with great freedom based both on geometric parameters 
(proximity to wetted surfaces, etc.) and on features of the flow 
field (like gradients of a chosen variable). The refinement proc
ess permits tetrahedra to divide into 2, 4, or 8, as illustrated 
in Fig. 4, and takes place interactively by accepting a particular 
refinement criterion from the user and then automatically proc
essing all cells that meet that criterion. In the case of the present 
study the final mesh is shown in Fig. 5 and contains 75,626 
nodes. The refinement has in part been triggered by geometric 
parameters (the pin fins have a particularly fine mesh near 
them) and partly by the evolving solution itself. Figure 5 also 
shows the mesh structure in the crossflow plane at the flow 
exit. 

Equations of Motion and Solution Algorithm 
The equations solved are the fully three-dimensional Reyn

olds-averaged Navier-Stokes equations expressed in strong 

block number 

Fig. 3 Division of the passage into five blocks for the mesh generator 
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Fig. 4 The three possible cell refinements 

conservation form and retaining the full stress tensor (including 
the full energy equation). Turbulence is modeled via k-e trans
port equations (Patel et al., 1985) together with appropriate 
low Reynolds number terms (Lam and Bremhorst, 1981) to 
handle smoothly the approach to the blade surfaces. In an (x, 
t, r) Cartesian coordinate system rotating about the x axis: 

—CD UdVOL=<\> H-dAREA + 
dt J V0L 

pS dVOL (1) 

where 

t/= 

/ / = 

p 

pVx 

pV, 

pVr 

pE 

pk 

Pe 

pq 

pVxQ + 'SL 

pV,q + al, 

pVrq + a~r 

plq + q-'a + WT 

pkq + (c2lx/p) Vk 

peq + (c3>j./p)Ve 

Fig. 5 The final mesh in the center plane of the coolant passage after 
adaptive refinement and containing a total of 75,626 nodes 
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Fig. 6 A typical control volume (j) contributing to node k 

and/^,/), and/2 are the low Reynolds number damping terms. 
The various constants in the k-e model take their standard 
values and the turbulent Prandtl number, Pr?-, is taken as 0.9. 

Full details of the numerical solution procedure are given 
by Dawes (1991, 1992a); here only an outline will be given. 
The seven equations of motion are discretized in finite volume 
form on each of the tetrahedral control volumes with vertex 
variable storage. Figure 6 illustrates a typical set of tetrahedal 
cells, j , surrounding and influencing a node, k. The seven 
primary variables (density, three momentum, energy and tur
bulent kinetic energy, and dissipation rate) are assumed to 
have a piecewise linear variation over cell faces between the 
vertices so that the flux sum for a given cell is evaluated to 
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second-order accuracy in space. The derivative terms in the 
viscous stresses are piecewise constant over the cell (since the 
primary variables are piecewise linear) and are computed by 
simple application of the Gauss divergence theorem. Using all 
the cells surrounding the node, k, as a control volume then 
allows the evaluation of the viscous stress terms at k. Assem
bling for convenience all the viscous terms into a vector D^ 
allows the definition of a residue, Rk, at each node as: 

Rk=^ry£innxesJ+D* <2 ) 

^ celly 

Artificial diffusion is added to control shock capture and 
solution decoupling and is controlled in magnitude by the local 
strength of the pressure gradient. It is particularly important 
to construct the artificial smoothing carefully in the unstruc
tured environment to guarantee that the smoothing involves 
no derivatives of flow variables normal to viscous surfaces and 
to scale the smoothing in accordance with the highly nonuni
form mesh. The formulation adopted guarantees that functions 
with trilinear variation return a zero smoothing term even on 
highly nonuniform meshes. In practice this very simple and 
economical smoother performs perfectly satisfactorily and is 
capable of crisp shock capture (over 2-3 cells). 

The net flux imbalance into each cell is used to update the 
flow variables themselves via a two-step Runge-Kutta time-
marching algorithm with residual smoothing. 

Various boundary conditions must be imposed. At inflow 
the total pressure, total temperature, turbulent kinetic energy 
and dissipation rate, and two flow angles are fixed and the 
derivative of static pressure in the streamwise direction set to 
zero. At the outflow boundaries the static pressure is held 
constant and the other variables extrapolated from the interior. 

On solid surfaces zero normal fluxes of mass, momentum, 
and energy are imposed. The wall shear stress is computed 
either from the laminar sublayer or log law equations de
pending on whether the local value of the wall coordinate Y+ 

is less than or greater than 10, respectively. The log law is 
applied in the form: 

U/uT = (l/K)log(Ey+) (3) 

where [/is the local fluid velocity, K is the von Karman constant, 
0.41, and E is set to force U/ur= 10 at / + = 10. Similarly the 
wall heat flux is computed either from the wall normal tem
perature derivative if Y+ is less than 10 or from a wall function 
based on Reynolds analogy: 

qw = purcp(T-Tw) (4) 

where qw is the wall heat flux, 7"is the local fluid temperature, 
and Tw the specified wall temperature. 

In a similar spirit if Y+ is less than 10 the turbulent kinetic 
energy and the normal gradient of dissipation rate are set to 
zero on the surface; otherwise k and e are set to be consistent 
with the assumed log law at values of u^/yfc[ and ul/KYy,, 
respectively, with Y„ the normal distance to the wall. 

Results 

Calibration: Multiribbed Duct. As experimental results are 
not yet available for the radial inflow turbine, a preliminary 
calibration exercise was performed. The flow and heat transfer 
were predicted in a multiribbed cylindrical duct (Taylor et al., 
1991) typical of internal coolant passages and for which other 
comparative data are available. The geometry and mesh are 
shown in Fig. 7. The duct is cylindrical with an internal di
ameter of 0.010 m and overall length of 0.125 m. Five ribs are 
located within the duct, each rib having a square cross section 
of 0.002 m. The flow in the test was essentially incompressible 
but the present computations were run at a Mach number level 
of around 0.3. The Reynolds number based on duct diameter 

Fig. 7 Cross section through the mesh generated for the multiribbed 
duct 

was 15,000. An unstructured mesh containing 49,085 nodes 
was generated semi-automatically from a cylinder (which is 
one of the building blocks available in the mesh generator) 
with the ribs formed by deleting circumferential sets of cells 
and then by prerefining near the ribs for improved resolution; 
this is an example of geometric-adaptive refinement and is a 
powerful advantage of the present approach. 

Predicted Mach number contours and velocity vectors are 
shown in Fig. 8. From the second rib onward the flow is 
essentially repeatable and characterized by strong recircula
tions downstream of each rib with the bulk flow forming a 
jetlike structure along the centerline. The re-attachment lo
cation of the flow separation from each rib is around 9 rib 
heights downstream. The zoomed velocity vectors display some 
wiggles and this is because the artificial dissipation in the solver 
is deliberately set just low enough that wiggles just appear; 
this is a sign that the absolute minimum smoothing is being 
used and causing the minimum possible contamination of the 
solution. The impermeable surface boundary conditions are 
set in a "weak" manner by overwriting computed fluxes of 
mass, momentum, and energy with zero; this guarantees that 
there is no flow through the boundary even though in the 
zoomed vector view the very high velocities just near the rib 
corners appear to have a wall-normal component. 

The predicted Nusselt numbers are compared with meas-
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Fig. 8 Predicted Mach number contours and velocity vectors for the 
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Fig. 9 Comparison of predicted and measured Nusselt numbers for 
the multiribbed duct 

urement and another prediction (Taylor et al., 1991) in Fig. 
9. The presence of the ribs greatly enhances the level of heat 
transfer (up to 50 percent more than for the smooth duct). 
The higher velocity levels over the ribs themselves produce 
local peaks of heat transfer and this tendency is more visible 
in the present predictions than those of Taylor et al. (1991) 
(the measurements have insufficient resolution to confirm this). 

Such short wavelength peaks are very sensitive to levels of 
artificial smoothing; Taylor et al. (1991) make no mention of 
what levels they used. Nevertheless, overall the level of agree
ment is very satisfactory. 

The Radial Inflow Turbine Internal Coolant Passage 
As described in an earlier section, a mesh was developed for 

the internal coolant passage of the NASA radial inflow turbine. 
The geometry used represents in fact the 1.8 scale cold test 
model and the simulation used the following basic parameters 
(taken from Steinthorsson et al., 1991a): 

Rotational speed 
Inlet absolute P0 

Inlet absolute T0 

Exit hub static p 
Exit tip static p 

21,596 
267366 
276. 
64262 
61366 

rpm 
Pa 
K 
Pa 
Pa 

The Reynolds number based on inlet to exit path length is of 
order one million. The wall temperature was for simplicity 
everywhere specified as 500 K; a more general variation could 
have been used but nevertheless the heat transfer rate to the 
fluid can still be computed in dimensionless form. No exper
imental measurements are available at the time of writing and 
the sole three-dimensional simulation attempted previously for 
this geometry (Steinthorsson et al., 1991b) is incomplete and 
only encompasses aerodynamic data for the first serpentine 
bend. 

The objectives of the present simulation are first to gain 
some insight into a complex flow and second to attempt to 
predict the heat transfer to the coolant gas. 
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Fig. 11 Zoom view near the first set of pin fins of Mach numbers in 
midpassage predicted on the initial mesh before solution-adaptive re
finement 

The predicted midpassage Mach number field is shown in 
Fig. 10. At this pressure ratio the flow is highly compressible 
with peak Mach numbers of order 0.8. The extent of the detail 
contained in the present predictions is illustrated by the clearly 
visible wake structures associated with the pin fins; this im
pacts, as will be described later, on the local heat transfer quite 
considerably. To illustrate the benefit of the present solution-
adaptive refinement capability, Fig. 11 shows a zoom view 
near the first set of pin fins of the Mach numbers predicted 
in midpassage on the initial mesh before the solution-adaptive 
refinement, which led to the "final" mesh shown in Fig. 5. 
The contrast in the resolution of the wake structures between 
the "initial" and the "final," shown in Fig. 10, is striking. 
The adaptation was carried out by refining every cell with 
greater than a 10 percent variation of entropy across it. It 
would be much less convenient and much more costly to achieve 
a similar level of refinement in a conventional structured solver. 

The predicted midpassage velocity vectors in Fig. 12 add 
considerably to our understanding of the flow field. The ser
pentine bend contains three separated zones: one associated 
with the diffusing section just after the inlet; one small one 
just after the tight bend in the farthest outboard portion of 
the bend; and one in the corner between the bend and the 
radial baffle. Downstream of the radial baffle, as the flow 
turns toward the axial direction, the flow starts to attempt to 
centrifuge outward through the gaps between the pin fins. As 
the detail shows the bulk of the flow is through the second, 
third, and fourth gaps (especially the latter two, which are in 
fact predicted to be nearly choked) into the middle exit passage. 
From there some flow is centrifuged to the upper exit passage, 
the majority of this passing through the gap between the last 

Fig. 12 Predicted midpassage velocity vectors 

pin fin and the leading edge of the upper baffle, while the 
remainder passes over a large recirculating zone and thence to 
the middle exit. The coolant is predicted to penetrate very 
poorly into the zone between the radial baffle and toward the 
casing with obvious implications for heat transfer. The wake/ 
vortex structure of each pin fin is strikingly predicted; the 
ability to predict this sort of local detail by local mesh refine
ment is one of the strong advantages of the present solution-
adaptive approach. 

The distributions of predicted heat transfer coefficient 
(W/m2 K) on the suction and pressure sides of the coolant 
passage are shown in Figs. 13 and 14. In general the heat 
transfer coefficient correlates to the local velocity level: higher 
velocity levels permit greater removal of heat from the sidewall 
and vice versa. The general background level of heat transfer 
coefficient is predicted to be between 200 and 400 W/m2 K. 
In the serpentine bend the coefficient increases to a peak of 
around 1000 near the 180 deg bend itself although the actual 
volume of heat that can be extracted from the external primary 
flow will be restricted somewhat as the coolant temperature 
of course rises naturally as it moves radially outward (rothalpy 
is conserved in the absence of any heat transfer). Within the 
bend, reduced coefficients are observed associated with the 
three separated zones. Any reduction in heat transfer on 
the secondary gas side implies the possibility of a hot spot on 
the primary gas side. 

As mentioned earlier, there is very poor coolant penetration 
into the zone downstream of the radial baffle and toward the 
casing. Correspondingly this zone is predicted to have the 
lowest levels of heat transfer coefficient in the whole passage 
(below 200 W/m2K). 
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Fig. 13 Predicted heat transfer coefficient (W/m2K) on the suction side 
of the coolant passage 
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Fig. 14 Predicted heat transfer coefficient (W/m2K) on the pressure 
side of the coolant passage 

Fig. 15 Passage-mean heat transfer coefficient (W/m2K) predicted by 
a simple one-dimensional model (Kumar et at., 1988) 

the immediate wake region of each pin. Clearly the metal 
sidewalls may attenuate somewhat the dramatic spatial vari
ations of the coefficient as seen by the primary gas side, but 
nevertheless the detail achieved in these predictions might lead 
to crucial information regarding potential primary side hot 
spots. 

The three dimensionality of the predictions is evidenced by 
the quite large differences in predicted heat transfer coefficient 
between the suction and pressure sides of the passage, partic
ularly near the serpentine bend and the first row of pin fins. 

Although no experiments have yet been made on the NASA 
turbine, Kumar et al. (1988) have predicted heat transfer coef
ficients by a simple one-dimensional model of the passage; 
their result is shown in Fig. 15. Their general level of predicted 
heat transfer is about 25 percent higher than in the present 
calculations. Currently the reason for the differences is not 
known. 

Concluding Remarks 
The Nusselt number variation in a multiribbed duct has been 

predicted with an acceptable level of agreement with the ex
perimental data. 

The very complex flow inside a radial inflow turbine coolant 
passage has been predicted and, as a first effort, the results 
are very encouraging. The level of aerodynamic detail pre
dicted, particularly of the flow associated with the pin fins, is 
striking. In terms of the design of the coolant passage, the 
predictions suggest that the principal weakness in the concept 
is poor coolant penetration into a zone downstream of the 
radial baffle and toward the casing. 

The solution could be improved still further: physically by 
improved turbulence and transition modeling; numerically by 
improving the implementation of the wall boundary conditions 
in the corner between the two exit baffles and the suction and 
pressure sides and by smoothing the mesh somewhat. These 
are being pursued actively at the moment. 

There is a highly nonuniform distribution of heat transfer 
coefficient associated with the pin fins with values of over 600 
W/m2 K in zones influenced by the strong jets through the 
gaps between the pins and values as low as 200 W/m* K in 
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Influence of Surface Heating 
Condition on Local Heat Transfer 
in a Rotating Square Channel With 
Smooth Walls and Radial Outward 
Flow 
The effect of a surface heating condition on the local heat transfer coefficient in a 
rotating square channel with smooth walls and radial outward flow was investigated 
for Reynolds numbers from 2500 to 25,000 and rotation numbers from 0 to 0.352. 
The square channel, composed of six isolated copper sections, has a length-to-
hydraulic diameter ratio of 12. The mean rotating radius to the channel hydraulic 
diameter ratio is kept at a constant value of 30. Four surface heating conditions 
were tested: (1) four walls at uniform temperature, (2) temperature ratio of leading 
surface to side wall and trailing surface to side wall is 1.05 and 1.10, respectively, 
(3) trailing surface hot and remaining three walls cold, and (4) leading surface hot 
and remaining three walls cold. The results show that the heat transfer coefficients 
on the leading surf ace are much lower than that of the trailing surf ace due to rotation. 
For case (1) of four walls at uniform temperature, the leading surface heat transfer 
coefficient decreases and then increases with increasing rotation numbers, and the 
trailing surface heat transfer coefficient increases monotonically with rotation num
bers. However, the trailing surface heat transfer coefficients for cases (2) and (3) 
are slightly lower than case (1), and the leading surface heat transfer coefficients 
for cases (2) and (4) are significantly higher than for case (1). The results suggest 
that the local wall heating condition creates the local buoyancy forces, which reduce 
the effects of the bulk buoyancy and Coriolis forces. Therefore, the local heat transfer 
coefficients on the leading and trailing surfaces are altered by the surface local 
heating condition. 

Introduction 
The trend in advanced aeroengine design for high thermal 

efficiency and high power density is toward high entry gas 
temperature (1400°-1500°C), which is far above the allowable 
metal temperature. Therefore, highly sophisticated cooling 
technologies such as film cooling, impingement cooling, and 
augmented convection cooling must be employed to maintain 
the structural integrity of blades and vanes used in advanced 
gas turbine engines. This investigation considers the local heat 
transfer characteristics in turbine coolant passages with ro
tation. Since heat is transferred from both the pressure and 
suction surfaces, rib turbulators (turbulence promoters) are 
often cast on two opposite walls of the cooling passages (i.e., 
inner walls of the pressure-trailing and suction-leading surface) 
to enhance heat transfer to the cooling air. A typical coolant 
passage can be modeled as a single pass or multipass rectan-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-188. Associate Technical 
Editor: L. S. Langston. 

gular channel with four smooth walls or with two opposite 
rib-roughened walls. This paper focuses on the effect of surface 
heating condition on the local heat transfer coefficient in a 
rotating, square channel with four smooth walls and radial 
outward flow. 

Most of the available data/correlations in the literature on 
internal turbine blade cooling are from tests performed with 
nonrotating flow condition (Han, 1984,1988; Han and Zhang, 
1991; Han et al., 1992). Adjustment factors are applied to 
these correlations to bring them into nominal correspondence 
with engine experience. These design methods become unac
ceptable when turbine blade cooling conditions for advanced 
engines are outside the range of previous experience. Rotation 
of turbine blade cooling passages gives rise to Coriolis and 
buoyancy forces. These forces can substantially affect coolant 
flow patterns and influence the local heat transfer distributions 
inside the turbine blade cooling passages. Heat transfer data 
are difficult and expensive to obtain under rotation; therefore, 
only limited amounts of data are available in the open liter
ature. Mori et al. (1971) studied the mean convective heat 
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transfer in a rotating radial circular pipe. Clifford et al. (1984) 
reported the local and mean transfer in a triangular-sectioned 
duct rotating in the orthogonal mode. Morris et al. (1988), 
Morris and Ghavami-Nasr (1991), and Morris and Salemi (1992) 
studied the effect of rotation on the heat transfer characteristics 
of circular, triangular, rectangular and square-sectioned cool
ant passages of gas turbine rotor blades. Guidez (1989) pre
sented the study of convective heat transfer in a rotating coolant 
channel. Taslim et al. (1991) studied heat transfer coefficients 
in a rotating channel with ribbed walls. Wagner et al. (1986, 
1991a, b, 1992) investigated the local heat transfer in rotating 
serpentine passages with smooth walls and two opposite ribbed 
walls. With the exception of Taslim et al. (1991), Wagner (1986, 
1992), and Clifford et al. (1984), all of the above-mentioned 
work was conducted with smooth wall models, and with the 
exception of Wagner (1991b, 1992), the aforementioned studies 
were tested for straight channels. Some investigators found 
that large increases and decreases in trailing and leading surface 
heat transfer were found to occur under certain conditions of 
rotation, while other investigators found lesser effects. Some 
inconsistencies exist between investigators due to differences 
in measurement techniques, models and test conditions. 

Wagner et al. (1991a, b) made the most systematic inves
tigation of the effects of Coriolis and buoyancy forces on local 
heat transfer coefficient distributions of a two-pass square 
channel with smooth walls. In summary, the difference in heat 
transfer between rotating and nonrotating flow conditions is 
primarily due to secondary flows associated with Coriolis ac
celeration (due to rotation) and the centripetal buoyancy (due 
to large wall-to-coolant temperature differences). The rotating 
trailing surface heat transfer coefficient can be increased up 
to 3.5 times the nonrotating fully developed smooth tube val
ues, but the leading surface heat transfer coefficient can be 
decreased to 40 percent of the fully developed circular tube 
values. The local heat transfer coefficient on the trailing (pres
sure) surface of the first coolant passage (radial outward flow) 
increases with increasing rotational speed and wall-to-coolant 
temperature difference. This is because the rotation induces 
the thinner destabilization boundary layer on the trailing sur
face (see Fig. 1) and the buoyancy causes the near-wall coun-
terflow interaction with the mainstream on the trailing surface 
of the first coolant passage. However, the local heat transfer 
coefficient on the leading surface of the first coolant passage 
decreases with increasing rotational speed but increases with 
wall-to-coolant temperature differences. This is because the 
rotation causes a thicker stabilization boundary layer (see Fig. 
1) as well as the cross-stream flow patterns that induce heated, 

Trailing Surface 

Flow Direction 

Leading Surface 

Axial Velocity-
Profile 

Direction of Rotation 

Secondary Flow 

Axis of Rotation 

Fig. 1 Conceptual view of rotating coolant flow distribution 

near-wall fluid from the trailing and sidewall surfaces to ac
cumulate near the leading side of the coolant passage. This 
results in reduced heat transfer on the leading surface. Mean
while, the buoyancy causes the near-wall counterflow inter
action with the mainstream on the leading surface of the first 
coolant passage and tends to enhance heat transfer. Since the 
Coriolis effect is greater than the buoyancy effect, the local 
heat transfer coefficient on the leading surface is lower than 
the fully developed circular tube values. 

The studies mentioned above were limited to uniform wall 
temperatures (Wagner et al., 1991a) or uniform wall heat flux 
(Morris et al., 1988) of the square channel. However, the heat 
flux from the leading surface is quite different from that of 
the trailing surface and sidewall in advanced gas turbine blades 
(Han et al., 1992). Since the cross-stream secondary flow and 
buoyancy-induced near-wall turbulence are very sensitive to 
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Fig. 2 Conceptual view of effect of inertia, Coriolis, and buoyancy 
forces on axial velocity profile 
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Fig. 3 Conceptual view of effect of different surface heating conditions 
on secondary cross-stream flow 

wall thermal boundary conditions, it is of interest to study the 
effects of different wall heating conditions on the leading and 
trailing surface of the first coolant passage under rotation 
conditions. Figure 2 depicts the effect of local buoyancy force 
on the coolant flow profile when the pressure side (trailing) is 
hot but the suction side (leading) is cold. This local buoyancy 
force, due to uneven wall temperature, is an additional pa
rameter that can alter the coolant flow profile and change the 
heat transfer coefficients on the leading and trailing surfaces 
of the square channel with rotation. 

The objective of this study is to investigate the effect of wall 
heating condition on the local heat transfer coefficient in a 
rotating square channel with smooth walls and radial outward 
flow. Four surface heating conditions were tested (see Fig. 3 
and Table 1): (1) four walls at uniform temperature (a baseline 
test to compare the data of Wagner et al., 1991a), (2) the 
absolute temperature ratio of leading surface to side wall and 
trailing surface to side wall is 1.05 and 1.10, respectively (a 
surface heating condition to simulate turbine engine operating 

Case No. 

1 

2 

3 

4 

Surface Heating Conditions 

Uniform surface temperature -
trailing, leading, and sidewalls hot 

Uneven surface temperature -
trailing hot, leading medium hot, and 
sidewalls cold 

Uneven surface temperature -
trailing hot, leading and sidewalls cold 

Uneven surface temperature -
leading hot, trailing and sidewalls cold 

T./T.A 

1.0 ' 

1.10 

1.10 

1.0 

T„i/r„A 

1.0 

1.05 

1.0 

1.10 

Note: Surface temperatures were evaluated at °K 
Sidewall A temperature = Sidewall B temperature, i.e., Tw^ — IWB 
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6. Rotating Arm 
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8. Compressor Air 
9. Rotary Seal 
10. Slip Ring 

Fig. 4 Schematic of the rotating rig 

conditions), (3) trailing surface hot and remaining three walls 
cold (a special case to check the local buoyancy effect), and 
(4) leading surface hot and remaining three walls cold (a special 
case that is the opposite of case 3). Three rotational speeds (fi 
= 0, 400, and 800 rpm) and four Reynolds numbers (Re = 
2500, 5000, 10,000, and 25,000) were tested. Seven corre
sponding rotation numbers (Ro = 0.0, 0.0176, 0.0352, 0.044, 
0.088, 0.176, and 0.352) were obtained. The experiment was 
performed by varying each parameter while holding the re
maining parameters constant. 

The square channel, composed of six isolated copper sec
tions, has a length-to-hydraulic diameter ratio (L/D) of 12. 
The mean rotating radius to the channel hydraulic diameter 
ratio (R/D) is kept at a constant value of 30. The local heat 
transfer coefficients on the leading and trailing surfaces of the 
square duct are determined from the channel entrance to the 
downstream region. The experimental results of uniform wall 
temperature (case 1) are used to demonstrate the effect of 
rotation number (Coriolis forces) on the local heat transfer 
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coefficients (leading and trailing surfaces) and compared to 
the previous data (Wagner et al., 1991a), at similar rotation 
number and density ratio (buoyancy forces). The effects of 
nonuniform wall heating conditions (cases 2, 3, and 4) on the 
local heat transfer coefficients (leading and trailing surfaces) 
are then identified by similar rotational speed and Reynolds 
number. 

Experimental Facility 
Figure 4 shows a schematic of the rotating rig. The hollow 

rotating shaft (2) is driven by a 25-hp AC motor (1) with a 
toothed belt drive pulley system (3) through a frequency-con
trolled motor controller with a maximum rotating speed of 
3400 rpm. The rotating shaft and supporting bearing system 
(4) are vertically mounted on a rigid table (5) made of heavy 
steel structure. The rotating arm (6) is perpendicularly con
nected to the rotating shaft. The test model (7), a two-pass 
square channel with a sharp 180 deg turn (see Fig. 5 for details), 
is inserted to the end portion of one side of the rotating arm. 
One side of the rotating arm has the same two-pass square 
channel in order to duct the coolant flow through the test 
model. The other side of the arm serves as a balance during 
rotation. To simulate engine configuration, the ratio of the 
mean rotating arm radius to the channel hydraulic diameter 
(R/D) is 30. The regulated compressor air (8) is routed through 
an orifice meter to the entrance (bottom) of the rotating shaft 
through a rotary seal (9). The coolant flows through the hollow 
rotating arm and the test model (two-pass channel) and is 
exhausted into the atmosphere at the exit (top) of the rotating 
shaft. The slip ring systems (10) are attached to the exit portion 
of the rotating shaft. A 100 contact slip ring is used to transfer 
outputs from thermocouples attached to the rotating channel 
to a 100 point data logger interfaced to an IBM computer. A 
second 32 contact slip ring is used to transfer outputs from 
heaters attached to the rotating channels to a 32 point variac 
connected with digital multimeters. The local surface temper
ature and heat flux can be measured through these slip ring 
systems. The rotating speed is measured by a digital photo-
tachometer. 

To obtain the true regionally averaged heat transfer coef
ficients for turbine cooling design, it is better to have a test 
section that can determine the regionally averaged heat transfer 
coefficients in the duct streamwise flow direction. The two-
pass square duct is divided into twelve short copper sections 
as shown in Fig. 5. Each copper section is composed of four 
copper plates and has an inner cross section of 1.27 cm by 
1.27 cm (1/2 in. by 1/2 in.). Thin Teflon strips are machined 
along the periphery contact surface between copper sections 
as insulation to prevent possible heat conduction. The square 
test duct length-to-hydraulic diameter ratio (L/D) is 12. The 
local wall temperature of the test duct is measured by 48 copper-
constantan thermocouples distributed along the length and 
across the circumference of the copper duct. The inlet air 
temperature was measured by a thermocouple at the inlet cen
tral plane of the heated duct. There is an unheated Teflon 
entrance duct (not shown in Fig. 5) that has the same cross 
section and length as that of the test duct. This entrance duct 
serves to establish hydrodynamically fully developed flow at 
the entrance to the test duct. The inlet velocity profiles were 
not measured. 

Figure 5 also shows the cross section of the test duct, ine 
test duct orientation is such that the leading and trailing walls 
of the square cross sections are vertical and the two opposite 
side walls horizontal. The resistance heaters are uniformly 
cemented between the copper plate backface grooves and the 
Teflon wall to insure good contact. Each of the four duct walls 
has its own heater with each heater independently controlled 
by a variac transformer. Each heater provides a controllable 
heat flux for each duct wall. The smooth side walls are isolated 

Teflon Plates 

Direction of Rotation 

Leading Surface 

Side A 
Side B 

— Heating Wires 

Trailing Surface 

Aluminum Casing 

Teflon Wall 

Teflon Divider 

Thermocouples 

Teflon Insulation 

First Channel for 
This Work with 
Smooth Walls 

Second Channel 

Side A 

Side B 

Bulk Inlet 
Thermocouple 

Axis of no ta t i on 

Fig. 5 Schematic of the heat transfer test model 

from the leading and trailing walls to eliminate heat conduc
tion. The entire heated test duct is insulated by Teflon material. 
Note that the test model was originally designed for a two-
pass square channel with smooth or ribbed walls. However, 
only the first pass smooth wall results are presented in this 
paper. The objective is to investigate systematically the effect 
of varying wall heating condition on the leading and trailing 
surface heat transfer coefficients in a rotating square duct with 
smooth walls and radial outward flow. 

Data Reduction 
The local heat transfer coefficient was calculated from the 

local net heat transfer rate per unit surface area to the cooling 
air, the local wall temperature on each copper plate, and the 
local bulk mean air temperature as: 

h=(q»st)/[A(Tw-Tb)] (1) 
Equation (1) was used for the local leading, trailing, and side 
surface heat transfer coefficient calculations. The local net heat 
transfer rate (qaet) was the electrical power generated from the 
heaters (q) minus the heat loss outside the test duct (qioss). The 
electrical power generated from the heater was determined 
from the measured heater resistance and voltage on each wall 
of the test duct. The effect of the local wall temperature var
iation on the local heater resistance was estimated to be less 
than 2 percent but was included in the data reduction. The 
effect of axial wall conduction between copper sections on the 
local net heat transfer rate was less than 2 percent but was also 
included in the data analysis. Loss tests were performed to 
determine the total heat loss from each of the test model walls 
for a no-flow condition (with rotation but without coolant 
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flow). The loss calibration was performed by supplying power 
to the test model for steady state. This was done for several 
different power inputs to obtain the relation between the total 
heat loss from each surface and the corresponding surface 
temperature. The heat loss calibration was performed for four 
different surface heating conditions (cases 1, 2, 3, and 4) and 
for three rotation speeds (0, 400, and 800 rpm), respectively. 
The amount of heat loss from the test model varied from 1000 
W/m2 to 2500 W/m2 depending on the rotating speed and 
surface heating condition. 

The local wall temperatures used in Eq. (1) were read from 
the thermocouple output of each copper plate. The local bulk 
mean air temperature used in Eq. (1) was calculated from the 
local net heat input to the coolant flow through each set of 
heated surfaces. The local bulk mean temperature was deter
mined by marching along the test duct and calculating the 
temperature rise due to the local net heat input to the coolant. 
The calculation was started at the inlet of the heated test duct 
where the coolant temperature was measured by a single ther
mocouple (about 30 °C). The local bulk mean air temperature 
for each heated surface was determined by averaging the inlet 
and exit calculated bulk mean air temperatures for each set of 
four heated walls. Figure 6 shows the typical variations of local 
wall to bulk mean air temperature along the test duct for four 
different surface heating conditions at rotation numbers of 0.0 
and 0.08 (0.0 and 800 rpm at Re = 10,000). 

The local heat transfer coefficient calculated from Eq. (1) 
was converted to the dimensionless Nusselt number for a given 
flow Reynolds number. The properties in the Nusselt and Reyn
olds number were evaluated at the average of the inlet and 
outlet bulk mean coolant temperatures. To reduce the influence 
of flow Reynolds number on the heat transfer coefficient with 
rotation, the local Nusselt number of the present study was 
normalized by the Nusselt number for fully developed tur
bulent flow in smooth circular tubes with no rotation correlated 
by Dittus-Boelter/McAdams (Rohsenow and Choi, 1961) as: 
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with Pr = 0.72. The uncertainty of the local heat transfer 
coefficient is affected by the local wall-to-coolant temperature 
difference and the net heat input to the coolant flow from each 
heated copper plate. The uncertainty of the local heat transfer 
coefficient increases when decreasing (T„ - Tb) and the net 
heat input. The uncertainty also increases for low heat inputs 
such as low Reynolds numbers and on the leading surfaces. 
Based on the method described by Kline and McClintock (1953), 
the typical uncertainty in the Nusselt number was estimated 
to be less than 8 percent for Reynolds numbers larger than 
10,000. The maximum certainty, however, could be up to 20-
25 percent for the lowest heat transfer coefficient on the leading 
surface of the test duct at the lowest Reynolds number tested. 

Experimental Results and Discussion 

The Nusselt number is a function of Reynolds and Prandtl 
numbers for fully developed turbulent forced convection in 
nonrotating channels. As previously discussed (Wagner et al., 
1991a), the classical forced convection mechanism present in 
the channel is influenced by the presence of Coriolis forces 
(rotation number) and centripetal buoyancy (wall-to-coolant 
temperature difference, Ap/p). The net results of these param
eters due to rotation in the known forced convection heat 
transfer correlation may be written as: 

Nu=f(R/D, X/D, Re, Pr, Ro, Ap/p) (3) 

where Pr = 0.72 and R/D = 30. The tests were performed 
for four Reynolds numbers (Re = 2500, 5000, 10,000, and 
25,000) and three rotational speeds (fi = 0,400, and 800 rpm). 
Seven rotation numbers {Ro = 0.0, 0.0176, 0.0352, 0.044, 
0.088, 0.176, and 0.352) were obtained. This study considers 

the effect of local surface heating condition on the local heat 
transfer coefficients. This was done for one uniform wall tem
perature condition (case 1, (Ap/p), = 0.11) and three uneven 
wall temperature conditions (Cases 2, 3, and 4). The results 
of all tests were evaluated on a local basis (i.e., on the leading 
and trailing surfaces along the X/D streamwise direction) by 
varying each parameter while holding the remaining param
eters constant. 

The effect of each parameter on the local heat transfer coef
ficients is presented in the following order: effect of rotation 
relative to nonrotation, effect of rotation number, effect of 
surface heating condition, correlating data and comparison 
with the previous investigators results and effect of Reynolds 
number. 

Effect of Rotation Relative to Nonrotation. The regionally 
averaged heat transfer results are presented as the axial dis
tributions of a normalized Nusselt number ratio (Nu/Nu0 ver
sus X/D). Figure 7 shows the effect of rotation on the leading, 
trailing, and side wall Nusselt number ratio distributions with 
Ro = 0.352, 0.176, 0.088, and 0.0352 (based on Q = 800 rpm 
and Re = 2500, 5000, 10,000, and 25,000, respectively) for 
the case of uniform wall temperature (case 1, (Ap/p),- = 0.11). 
The results for these corresponding nonrotation tests (Re = 
2500,5000,10,000, and 25,000) are also shown for comparison. 
Note that the nonrotating heat transfer ratios on the leading, 
trailing, side A and side B surfaces are close to each other, 
within 5 percent for the four Reynolds numbers studied. There
fore, a single curve along the axial location is presented (see 
Fig. 7, legend +) . The nonrotating heat transfer ratio decreases 
monotonically from 1.5 near the thermal entrance of the first 
passage to about 1.0 near the downstream (X/D = 9) and then 
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Fig. 7 Comparison of Nusselt number ratio variation between no ro
tation and rotation for Case 1 

increases slightly near X/D = 11 because of flow entering the 
sharp 180 deg turn. The nonrotating results agree with the 
previous study of local heat transfer ratios in the entry region 
of a circular tube with fully developed flow condition (Boelter 
et al., 1948). 

With a rotation number of 0.352 (based on Q = 800 rpm 
and Re = 2500) heat transfer ratio decreases and increases by 
factors of more than two from the leading and trailing surfaces, 
respectively, compared to the heat transfer ratio from the non-
rotating condition. The heat transfer ratios from the side A 
and side B surfaces are about the same and about 20-30 percent 
higher than the nonrotating results. The heat transfer ratio on 
the leading surface decreases sharply from the entrance to 
about 40 percent of the nonrotating value at X/D = 6 and 
then increases rapidly at the larger X/D location. The heat 
transfer ratio on the trailing surface is fairly uniform in the 
axial location and about 2.5 times that of the nonrotating 
results. This means that the trailing surface heat transfer coef
ficients can be 6 times higher than that of the leading surface 
due to a rotation number of 0.352. However, as seen from 
Fig. 7, the difference of the heat transfer coefficients between 
the trailing and leading surfaces reduces with decreasing ro
tation number from 0.352 to 0.0352 (based on Q = 800 rpm 
and Re = 25,000). However, the heat transfer coefficients on 
the surfaces of sides A and B are fairly insensitive to the 
rotation number from 0.352 to 0.0352. 

As previously discussed by Wagner et al. (1991a), the dif
ference of the heat transfer coefficients between the rotating 
and nonrotating conditions on the leading, trailing, and side-
wall surfaces is attributed to both the increasing strength of 
the secondary cross-stream flow vortices due to the Coriolis 
force and the centripetal buoyancy. The higher trailing surface 
heat transfer coefficients are because (1) the coolant impinge
ment (due to rotation) on the trailing surface creates a thinner 
boundary layer and (2) the coolant profile distortion (due to 
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Fig. 8 Effect of rotation number on Nusselt number ratio variation for 
four cases studied 

rotation) produces a stronger centripetal buoyancy-induced 
wall turbulence near the destabilized trailing surface thin 
boundary layer. The decreases in heat transfer coefficients near 
the inlet of the channel on the leading surfaces are due to a 
thicker stabilized boundary layer, and the subsequent increase 
in heat transfer coefficients near the end of the channel is 
attributed to the stronger centripetal buoyancy-induced, de
stabilized wall turbulence boundary layer. These are the typical 
combined effects of Coriolis and buoyancy forces due to ro
tation on the leading, trailing, and sidewall surfaces of a square 
channel with radially outward flow. 

Effect of Rotation Number. Figure 8 shows the effect of 
rotation number on the leading and trailing surface Nusselt 
number ratio for different surface heating conditions (cases 1, 
2, 3, and 4, respectively). As discussed above, the trailing 
surface heat transfer ratio increases up to 2.5 times with in
creasing rotation number from 0.0 to 0.352 for the uniform 
wall temperature condition (case 1, (Ap/p),- = 0.11). Similar 
trends are observed for the cases of uneven wall temperature 
conditions (cases 2 and 3). Note that the Nusselt number ratios 
on the trailing surface were not measured for case 4. Unlike 
the trailing surface, the leading surface Nusselt number ratio 
decreases to 0.4 with increasing rotation number from 0.0 to 
0.352 for case 1, except that the Nusselt number ratio decreases 
and then increases again near the end region of the channel 
for the larger rotation number. In contrast to the uniform wall 
temperature condition (case 1), the leading surface Nusselt 
number ratio for the uneven wall temperature (case 2) increases 
(Ro = 0.0 to 0.0352) and then decreases again with increasing 
rotation number (Ro = 0.0352 to 0.352). .Note that the heat 
transfer coefficients on the leading surface for case 2 are much 
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Fig. 9 Effect of surface heating condition on Nusselt number ratio 
variation at selected rotation numbers 

higher than the corresponding values for case 1. The leading 
surface heat transfer coefficients for case 3 were not measured. 
The leading surface heat transfer coefficients for case 4 are 
almost unchanging for a rotation number between 0.0 and 
0.0352 and then decrease steadily while increasing the rotation 
number to 0.352. 

This suggests that the leading surface heat transfer coeffi
cients are strongly altered by the uneven wall temperature 
condition. A more detailed discussion on the cause and effect 
relationships is presented in the following section. 

Effect of Surface Heating Condition. Figure 9 shows the 
effect of surface heating condition on the leading and trailing 
surface Nusselt number ratio for the rotation numbers studied 
between 0.0352 and 0.352. Four surface heating conditions are 
studied (see Fig. 3 and Table 1): (1) four walls at uniform 
temperature, (2) trailing surface temperature higher than the 
leading and sidewall surface temperature, (3) trailing surface 
hot and remaining surfaces cold, and (4) leading surface hot 
and remaining surfaces cold. Note that the test results for the 
nonrotating Nusselt number ratios on the leading and trailing 
surface for the four surface heating conditions are about the 
same within 5 percent. Therefore, the nonrotating Nusselt 
number ratios are presented as a single curve and included in 
Fig. 9 for comparison (read legend +) . 

The results show that the trailing surface Nusselt number 
ratio for case 2 is 5-15 percent lower than that of case 1, and 
the trailing surface Nusselt number ratio for case 3 is 5-25 
percent lower than that of case 1. However, the results show 
that the leading surface Nusselt number ratio for case 2 is 20-
80 percent higher than that of case 1, and the leading surface 
Nusselt number ratio for case 4 is 10-40 percent higher than 

case 1 for all studied rotation numbers except for the one with 
the larger rotation number (R0 = 0.352). 

The trailing surface temperature being higher than the lead
ing and sidewall surface can result in more cooler fluid near 
the sidewall and leading surfaces. These cooler fluids are ac
celerated and a thinner boundary layer is created near the 
leading surface. Additionally, these cooler fluids tend to stay 
with the leading surface and reduce the amount of secondary 
cross-stream flow between the leading and trailing surface due 
to rotation (see Fig. 3). The reduced secondary cross-stream 
flow cuts down the effect of Coriolis force and centripetal 
buoyancy-induced force on the leading and trailing surface 
(see Fig. 2). Figure 9 shows that the trailing surface heat trans
fer coefficients for case 2 are not as high as case 1 and the 
leading surface heat transfer coefficients for case 2 are not as 
low as case 1. The difference in the heat transfer coefficients 
between the trailing and leading surface becomes smaller for 
case 2. 

The cooler fluid stays with the leading surface for the case 
of hot trailing surface, which further reduces the amount of 
secondary cross-stream flow between the leading and trailing 
surface due to rotation (see Fig. 3). Figure 9 shows that the 
trailing surface heat transfer coefficients for case 3 are lower 
than case 1. For the case of hot leading surface, the cooler 
fluid stays with the trailing surface and cuts down the activity 
of cross-stream flow due to rotation (see Fig. 3). Figure 9 also 
shows that the leading surface heat transfer coefficients for 
case 4 are higher than case 1. Although the cross-stream flow 
effect is important for the case of higher rotation number (Ro 
= 0.352), the cooler fluids are staying with the leading surface 
for case 4 than for case 1. 

Figure 2 summarizes the effects of inertia force (Reynolds 
number), Coriolis force (rotation number), bulk buoyancy force 
(for the case of uniform wall temperature), and local buoyancy 
force (for the case of uneven wall temperature) on the coolant 
flow profile and the associated heat transfer coefficient. For 
the case of uniform wall temperature, the Coriolis force turns 
the coolant flow to the trailing surface and the bulk buoyancy 
force further keeps the coolant flow closer to the trailing sur
face. Therefore, the trailing surface heat transfer coefficient 
is much higher than the leading surface due to rotation. For 
the case of trailing hotter than leading, however, the uneven 
wall temperature superimposed on the coolant flow profile 
creates cooler fluid near the leading surface and produces more 
buoyancy force near the leading surface than the trailing sur
face. This unequal local buoyancy force shifts the coolant flow 
back a little to the leading surface and suppresses the amount 
of secondary cross-stream flow induced by the Coriolis force. 
Therefore, the uneven wall temperature between the leading 
and trailing surface eventually degrades the effect of rotation 
on the trailing and leading heat transfer coefficients. 

Comparison With Previous Results. As discussed above, 
the convective heat transfer coefficients on the leading and 
trailing surface of a rotating channel with radial outward flow 
can be affected by the Coriolis force (rotation number) and 
the surface heating condition (bulk or local buoyancy force). 
Figure 10 shows the variation of Nusselt number ratio with 
rotation number at selected axial locations for the four surface 
heating conditions studied. The experimental results from 
Wagner et al. (1991a) for the case of uniform wall temperature 
are also included for comparison. Note that Wagner et al. 
results are based on the following conditions and axial loca
tions: Ro calculated from Re = 25,000 by varying rotational 
speed, (Ap/p),- = 0.13, R/D = 49, and X/D = 4.7, 8.5, and 
12.4, respectively. The present data for the case of uniform 
wall temperature (case 1) are based on: Ro calculated from Q 
= 800 rpm by varying Re between 2500 and 25,000, (Ap/p),-
= 0.11, R/D = 30, and X/D = 5, 9, and 11, respectively. 
The results show that the present Nusselt number ratio on the 
trailing and leading surface for the case of uniform wall tem-
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Fig. 10 Effect of rotation number on Nusselt number ratio variation for 
studied four cases at selected axial locations and comparison with the 
previous results (Wagner et al., 1991a) 

perature condition agrees with those of Wagner et al. except 
that X/D = 5. This confirms that the trailing surface Nusselt 
number ratio increases with an increasing rotation number, 
whereas the leading surface Nusselt number ratio decreases 
and then increases with an increasing rotation number for the 
case of uniform wall temperature condition. At X/D = 5, the 
leading surface Nusselt number ratios of this study are much 
lower than those of Wagner et al. The difference may be caused 
by the flow inlet condition used in each study: a fully developed 
flow entrance for this study versus a sharp developing flow 
entrance for Wagner et al. The fully developed flow profile 
with a thicker boundary layer can be more easily effected by 
the Coriolis force than the developing accelerating flow with 
a thinner boundary layer. Therefore, the leading surface Nus
selt number ratios of this study are much lower. 

As previously discussed, the uneven surface temperature on 
both the leading and trailing surface creates unequal local 
buoyancy forces that alter the heat transfer coefficients. Figure 

10 shows that, as a result, the trailing surface Nusselt number 
ratios for cases 2 and 3 are 15-25 percent lower than that for 
case 1, whereas the leading surface Nusselt number ratios for 
cases 2 and 4 are 40-80 percent higher than that for case 1. It 
is clear that the local buoyancy force interacts with the Coriolis 
force and reduces the effect of the rotation number on the 
trailing and leading surface heat transfer coefficients (see Fig. 
2). 

A buoyancy parameter (Ap/p)(R/D) (Ro)2 was used by Wag
ner et al. (1991a) to consider the combined effects of Coriolis 
and buoyancy forces on heat transfer. The buoyancy parameter 
includes the effects of axial coolant-to-wall density ratio (Ap/ 
p = (Tw - Tb)/Tw, buoyancy force), secondary cross-stream 
flow (Coriolis force, R0), and rotating radius to hydraulic 
diameter ratio (R/D). Figure 11 shows the variation of the 
Nusselt number ratio with the buoyancy parameter at selected 
axial locations for the four surface heating conditions. The 
experimental results from Wagner et al. (1991a) for the case 
of uniform wall temperature are also included for comparison. 
The shaded area shown in Fig. 11 represents the_data from 
Wagner from two sets of mean rotating radius (R/D = 49 
and 33) and Ro between 0.0 and 0.48. Note that the R/D ratio 
of the present study is 30 and R0 between 0.0 and 0.352. They 
indicated that the Nusselt_number ratio is insensitive to the 
mean rotating radius for R/D between 33 and 49. They also 
indicated that the Nusselt number variation for a given buoy
ancy parameter is primarily due to the range of rotation num
bers studied. The results show that the present Nusselt number 
ratios on the trailing and leading surface for the case of uniform 
wall temperature (case 1) are in the range of their data variation 
(except that the leading surface Nusselt number ratios are much 
lower sAX/D = 5 as discussed above). Again, the results show 
that the effect of uneven surface temperature is to increase the 
leading surface heat transfer coefficients for cases 2 and 4 and 
to decrease the trailing surface heat transfer coefficients for 
cases 2 and 3, respectively, at a given buoyancy parameter 
condition. 

Effect of Reynolds Number. Since the rotation number is 
defined as Ro = QD/V, the same Ro can be obtained by using 
larger or smaller values of fi and V. Figure 12 shows the effect 
of the Reynolds number on the leading and trailing surface 
Nusselt number ratio for the studied four surface heating con
ditions. The comparisons are based on: (1) Ro = 0.088 for 
Re = 5000 and 10,000, (2) Ro = 0.176 for Re = 2500 and 
5000. The results show that Nusselt number ratio for both the 
leading and trailing surface decreases slightly with an increasing 
Reynolds number for the given rotation number. The effect 
of a Reynolds number is found to be more severe for case 2 
than cases 1,3, and 4. 

Concluding Remarks 
The influence of surface heating condition on the local heat 

transfer coefficients in a rotating square channel with smooth 
walls and radial outward flow has been studied for rotating 
numbers from 0.0 to 0.352 and Reynolds numbers from 2500 
to 25,000. The main findings are: 

1 The local trailing surface Nusselt number ratio can be 
as high as 2.5-3.0, whereas the local leading surface Nusselt 
number ratio can be as low as 0.4 for the case of uniform wall 
temperature condition {(Ap/p)j = 0.11] due to the effect of 
rotation (Ro = 0.352). 

2 The general trend of the effect of rotation on heat trans
fer is that the trailing surface Nusselt number ratio increases 
but the leading surface Nusselt number ratio decreases with 
an increasing rotation for the four surface heating conditions 
studied. The increased (or decreased) heat transfer coefficients 
on the trailing or leading surface are due to the cross-stream 
and centripetal buoyancy-induced flows from rotation. 

3 The uneven wall temperature creates unequal buoyancy 
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forces between the leading and trailing surface. The unequal 
local buoyancy forces reduce the amounts of cross-stream flow 
between the leading and trailing surfaces and degrades the 
effect of rotation on the local leading and trailing heat transfer 
coefficients. 

4 The trailing surface heat transfer coefficients for uneven 
surface temperature conditions (cases 2 and 3) are lower than 
that for uniform surface temperature (case 1). The leading 
surface heat transfer coefficients for uneven surface temper
ature conditions (cases 2 and 4) are much higher than that for 
uniform surface temperature (case 1). This implies that the 
difference between the leading and trailing heat transfer coef
ficient with uneven wall temperature becomes smaller com
pared to the uniform wall temperature case. 

5 The Nusselt number ratio for both the trailing and lead
ing surface decreases slightly with an increasing Reynolds num
ber for a given rotation number for the four cases of surface 
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heating conditions studied. 
6 The Nusselt number ratios on the trailing and leading 

surface agree with the previous experimental results for similar 
ranges of rotation numbers and for the buoyancy parameter 
for the case of uniform wall temperature condition (case 1) 
except the leading surface entrance region. This confirms that 
the trailing surface heat transfer coefficients increase with in
creasing rotation numbers (or buoyancy parameters), whereas 
the leading surface heat transfer coefficients decrease and then 
increase with increasing rotation number (or buoyancy param
eters). 

7 The trailing surface Nusselt number ratios for uneven 
surface temperature conditions (cases 2 and 3) are 15-25 per
cent lower than that for uniform surface temperature (case 1) 
at a given buoyancy parameter (or rotation number), whereas 
the leading surface Nusselt number ratios for uneven surface 
temperature conditions (cases 2 and 4) are 40-80 percent higher 
than that for uniform surface temperatures (case 1) at a given 
buoyancy parameter (or rotation number). 
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Effect of Trailing-Edge Ejection on 
Local Heat (Mass) Transfer in Pin 
Fin Cooling Channels in Turbine 
Blades 
Experiments are conducted to study the local heat transfer distribution and pressure 
drop in a pin fin channel that models the cooling passages in modern gas turbine 
blades. The detailed heat/mass transfer distribution is determined via the naphtha
lene sublimation technique for flow through a channel with a 16-row, staggered 3 
x 2 array of short pin fins (with a height-to-diameter ratio of 1.0, and streamwise 
and spanwise spacing-to-diameter ratios of2.5) and with flow ejection through holes 
in one of the side walls and at the straight flow exit (to simulate ejection through 
holes along the trailing edges and through tip bleed holes of turbine blades). The 
pin fin heat/mass transfer and the channel wall heat/mass transfer are obtained for 
the straight-flow-only and the ejection-flow cases. The results show that the regional 
pin heat/mass transfer coefficients are generally higher than the corresponding 
regional wall heat/mass transfer coefficients in both cases. When there is side wall 
flow ejection, a portion of the flow turns to exit through the ejection holes and the 
rate of heat/mass transfer decreases in the straight flow direction as a result of the 
reducing mass flow rate along the channel. The rate of cooling air flow through a 
pin fin channel in a gas turbine blade must be increased to compensate for the 
"loss" of the cooling air through trailing edge ejection holes, so that the blade tip 
is cooled sufficiently. 

Introduction 
Cooling of the tail regions of the blades in modern high-

performance gas turbine engines is enhanced by forcing air 
through internal pin fin channels. Due to the small spacing 
between the pressure wall and the suction wall near the trailing 
edge of a blade, the pin fins in the cooling channel typically 
have a height-to-diameter ratio of about one. The short pin 
fins enhance the removal of heat from the walls of the blades 
by periodically interrupting the flow of the cooling air, pro
moting turbulence, and increasing the heat transfer area. The 
increase of the heat transfer from the walls to the cooling air, 
however, is generally accompanied by a significant increase of 
the pressure drop in the pin fin channel, and, therefore, an 
increase of the required pumping power. 

Compressed air enters the pin fin channel in a gas turbine 
blade at the base of the blade and exits either through ejection 
holes along the trailing edge of the blade or through bleed 
holes at the tip of the blade. The rate of mass flow of air 
decreases along the channel as air exits through the trailing 
edge ejection holes. Thus, the rate of cooling air flow must be 
increased to compensate for the ejection flow through the 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-178. Associate Technical 
Editor: L. S. Langston. 

trailing edge holes, so that the tip of the blade is cooled suf
ficiently. 

Heat transfer and friction characteristics of the flow of air 
in straight channels with short pin fins have been studied by 
a number of researchers, such as Brown et al. (1980), Van
Fossen (1982), Brigham and VanFossen (1984), Simoneau and 
VanFossen (1984), Metzger and Haley (1982), Metzger et al. 
(1982,1984,1986), Lau et al. (1987), and Chyu (1990). Metzger 
et al. (1982) conducted experiments to study the heat transfer 
characteristics of turbulent air flow in a wide channel with ten 
rows of pin fins. They presented results that showed the row-
average heat transfer coefficient along the pin fin channel 
increased, reached a maximum in the third (or fourth) pin row, 
then decreased gradually. 

Lau et al. (1989a, 1989b) demonstrated that, when air was 
allowed to eject through an array of small holes in one side 
wall of a pin fin channel, the decreasing rate of mass flow in 
the channel significantly affected the overall heat transfer from 
the channel and the overall pressure drop across the channel. 

Lau et al. (1991) conducted heat transfer and pressure drop 
experiments to study the effect of varying the ejection hole 
configuration on the regional heat transfer for turbulent air 
flow in a pin fin channel. With a rectangular test channel that 
had 8 identical aluminum segments and 32 staggered rows of 
pins, they obtained regional heat transfer results for various 
ejection hole geometries and a wide range of flow rate. The 
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Fig. 1 Schematic of test apparatus 

results showed that the segmental heat transfer coefficients in 
the ejection-flow cases decrease along the pin fin channel much 
faster than that in the straight-flow-only case. 

The objective of the present investigation is to study the 
detailed distribution of the local heat transfer coefficient in 
the internal cooling channel near the trailing edge of a gas 
turbine blade. Mass transfer experiments are conducted with 
a pin fin test channel whose interior surfaces exposed to the 
flow of air are all coated with naphthalene. A naphthalene-
coated surface in a mass transfer experiment is analogous to 
a surface maintained at a uniform temperature in a corre
sponding heat transfer experiment. By measuring the rates of 
sublimation on the naphthalene-coated surfaces, the detailed 
distribution of the local heat transfer coefficient is determined. 
By applying the analogy between heat transfer and mass trans
fer, the distribution of the local heat transfer coefficient on 
the surfaces in a geometrically similar pin fin channel may be 
evaluated (Eckert and Goldstein, 1976). 

The test section is a wide rectangular channel with a staggered 
array of short pin fins that models the pin fin cooling passage 
in a gas turbine blade. In one set of experiments, air is forced 

to flow straight through the channel. In another set of exper
iments, air is forced to exit the channel through small holes 
in one side wall and in the straight flow exit. The holes model 
the ejection holes along the trailing edge of a gas turbine blade 
and the bleed holes at the tip of the blade. Results are obtained 
for a wide range of flow rate corresponding to that typical for 
cooling of gas turbine blades. By comparing the results from 
the two sets of experiments, the effect of trailing edge flow 
ejection on the local heat transfer distribution in a pin fin 
channel in a gas turbine'blade is examined. 

Experimental Apparatus 
The naphthalene sublimation experiments are conducted with 

an open flow loop. The flow loop and all instrumentations for 
the experiments are located in an air-conditioned laboratory 
that is maintained at 22°C. Air from a building compressor 
flows through a dryer, a filter, a regulator, two control valves, 
a calibrated orifice flow meter, and an entrance section, before 
entering the test section (Fig. 1). From the test section exit, 
the mixture of air and naphthalene vapor is ducted with a large 
flexible vinyl tube to the outside of the laboratory (through a 
fume hood with an exhaust fan). 

For a set of calibration experiments, the test section is a 
7.5:1 rectangular channel with smooth walls. The flow cross 
section of the channel is 47.6 mm wide and 6.35 mm high. 
The four walls of the channel are made of aluminum. By 
removing a 3.18-mm-thick layer of the aluminum with a milling 
machine from the inside surface of each of the top and bottom 
walls, each wall has a shallow cavity with a 3.18-mm-thick rim 
(Fig. 2d). In a casting process, the cavity is filled with naph
thalene. The naphthalene surface is smooth and flat, and is 
flush with the rim of the cavity. 

Each of the two vertical side walls also has a naphthalene-
filled cavity. The naphthalene, however, does not have a rim 
onall sides. During the casting of a side wall, two long, straight, 
3.18-mm-thick, rectangular aluminum bars serve as part of the 
rim. Upon removal of the bars at the end of the casting process, 
a long rectangular block of naphthalene is raised above the 
interior surface of the side wall and is bound at its two ends 
only. 

Nomenclature 

^min = minimum flow area across 
span of pin fin channel, m2 

D = diameter of pins, m 
Dh = hydraulic diameter, m 
H = height of pins, m 
hm - mass transfer coefficient, 

Eq. (1), m/s 
hm - regionally averaged mass 

transfer coefficient, Eq. (3), 
m/s 

m = total mass flow rate of air, 
kg/s 

m" = mass diffusion flux of 
naphthalene, Eq. (2), 
kg/(m2»s) 

N = number of pin rows in 
channel 

pexit = exit pressure, N/m2 

Piniet = inlet pressure, N/m2 

.Piocai = lo c a l pressure in pin fin 
channel, N/m2 

Re0 = Reynolds number based on 
pin diameter, Eq. (5) 

Re™, = 

S = 
Sc = 

ShD = 

ShD = 

Sh™ = 

Sh0 

Shr = 

Reynolds number based on 
hydraulic diameter and aver
age velocity 
spanwise pin spacing, m 
Schmidt number 
local Sherwood number, Eq. 
(4) 
regional Sherwood number 
over segment of pin fin 
channel with two rows of 
pins 
local Sherwood number for 
flow through smooth rectan
gular channel 
Sherwood number for fully 
developed flow through a 
smooth rectangular channel, 
Eq. (6) 
relative Sherwood number, 
Eq. (9) 
average velocity of flow at 
minimum flow cross section 
in pin fin channel, m/s 
distance from channel 
entrance, m 

X = pin spacing in straight flow 
direction, m 

y = distance from left side wall, 
Figs. 9 and 11, m 

A-Ptotai = dimensionless total pressure 
drop across pin fin channel, 
Eq. (7) 

A îocai = dimensionless local pressure 
in pin fin channel, Eq. (8) 

At = duration of test run, s 
Az = change of elevation of 

naphthalene surface at 
measurement point, m 

ix = dynamic viscosity of air, 
N^s/m2 

v = kinematic viscosity of air, 
m2/s 

p = density of air, kg/m3 

pb = bulk vapor density of 
naphthalene, kg/m3 

Py, = local vapor density of 
naphthalene at surface, 
kg/m3 

ps = density of solid naphtha
lene, kg/m3 

<s = diffusion coefficient, m2/s 
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Fig. 2 Cross section of test channel: (a) with smooth walls, (b) with pin 
fins, (c) with ejection holes in one side wall 

During the process of assembling the test section, rectangular 
ribs on the long sides of the top and bottom walls are matched 
against grooves on the sides of the two side walls. The naph
thalene blocks on the two side walls cover the aluminum rims 
of the naphthalene cavity of the top and bottom walls (Fig. 
2a). Thus, all interior surfaces of the smooth channel are active 
surfaces. 

Teflon tape in the grooves on the two side walls and adhesive 
tape over the interfaces between the adjacent walls are used 
to prevent air leakage during an experiment. Quick release 
clamps hold the four walls of the test section in place. 

To study the heat/mass transfer characteristics of flow in a 
pin fin channel, the bottom wall of the rectangular channel is 
replaced with one that has a staggered array of 40 aluminum 
sockets in the cavity (Fig. 2b). Each socket is a short aluminum 
rod with a concentric hole for the insertion of a pin fin and 
with a top surface that is flush with the top of the rim of the 
cavity. The array has alternating rows of three and two sockets, 
and the streamwise and spanwise center-to-center spacings be
tween adjacent sockets are both 15.9 mm. 

The pin fins are machined from aluminum rods 6.35 mm in 
diameter (Fig. 2b). The narrower lower half of each pin fin is 
for insertion into a socket. The upper half of each pin is covered 
with a cylindrical layer of naphthalene, which has an outside 
diameter of 6.35 mm, in a casting process using a matching 
female mold. The female mold is a small aluminum rectangular 
plate that has 20 countersunk holes such that 20 pins may be 
prepared at one time. The countersunk holes have the same 
dimensions as those of the naphthalene-coated pins. The cast
ing process involves placing the aluminum frames of the pins 
to be cast in the countersunk holes, filling the holes with molten 
naphthalene, allowing the naphthalene to solidify, shaving off 
excess naphthalene from the top of the pins with a sharp razor 
blade, and removing the pins from the mold. 

After the pins are inserted into the sockets in the bottom 
wall and the four walls of the test section are assembled, all 
interior surfaces of the test section (actually about 98.8 percent, 
a 0.41-mm-wide ring at the base of each pin is not covered 
with naphthalene) are active mass transfer surfaces. The pin 
fins have a height-to-diameter ratio of 1.0 and the pin fin array 
has streamwise and spanwise center-to-center spacings of 15.9 
mm (that is, H/D = 1.0, X/D = S/D = 2.5). 

TOP WALL 
ASSEMBLY 

BOTTOM 
WALL 

Fig. 3 Schematic of top and bottom walls of pin fin channel 

For experiments with ejection, one of the side walls of the 
test section is replaced with one that has 64 equally spaced 
holes (Fig. 2c). Thin wall aluminum tubes with a length of 
31.8 mm and an inside diameter of 1.59 mm are inserted into 
the 64 holes and are affixed with epoxy. The upstream ends 
of the tubes are flush with the naphthalene surface (after the 
cavity in the side wall is filled with naphthalene). The straight 
flow exit of the test section is blocked with a 6.35-mm-thick 
aluminum end plate that has five equally spaced holes of di
ameter 1.59 mm. The end plate is affixed to the four test 
channel walls with small machine screws. A rubber gasket 
prevents air leakage between the end plate and the channel 
walls. During an experiment with ejection, air exits the test 
section laterally through the 64 ejection holes on one of the 
side walls and in the straight flow direction through the five 
ejection holes in the end plate (to model cooling air through 
trailing edge ejection holes and tip bleed holes in a gas turbine 
blade). 

In a separate set of experiments, the top wall of the test 
section is replaced with one that has eight identical segments 
(Fig. 2c). The segments are joined end to end and are attached 
to a 3.18-mm-thick aluminum support plate with small flat 
head machine screws (Fig. 3). Each segment is 31.8 mm long 
and has a 3.18-mm-deep cavity filled with naphthalene. In the 
cavity, there is a staggered array of five short aluminum rods 
6.35 mm in diameter affixed to the bottom of the cavity. The 
top surfaces of the rods are flush with the top surface of the 
rim of the cavity. When the test section is assembled, the five 
rods are aligned with two rows of pin fins. This set of exper
iments using a segmental top wall determines the regionally 
averaged mass transfer from the channel walls over two rows 
of pin fins. The regional mass transfer results also validate the 
local results. 

The entrance section is made entirely of aluminum. It has 
the same cross section as the test section and is 0.203 m long. 
The test section is mated to the entrance section with two 
flanges and cap screws. The two flanges are designed to ensure 
good alignment of the interior surfaces. Rubber gaskets prevent 
air leakage at the interfaces during an experiment. 

The flow loop for the pressure measurement experiments is 
that for the mass transfer experiments. The test section and 
the entrance section are made entirely of aluminum and are 
geometrically similar to those for the mass transfer experi
ments. Their interior dimensions, however, are twice the cor
responding dimensions of the test section and the entrance 
section for the mass transfer experiments. That is, the channel 
cross section is 95.3 mm wide and 12.7 mm high, and the pin 
fins are 12.7 mm in diameter. The pin fins are affixed to both 
the top and bottom walls with silicone adhesive. One of the 
side walls is 63.5 mm thick and has 64 lateral ejection holes 
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I l l * M M l 
Fig. 4 Measurement grid on bottom channel wall: (a) channel with 
smooth walls, (b) pin fin channel with no side wall ejection holes, (c) 
pin fin channel with side wall ejection holes 

3.18 mm in diameter. An end plate with five ejection holes 
blocks the straight flow exit. To study the pressure drop for 
straight flow through the pin fin channel, the lateral ejection 
holes are blocked with adhesive tape and the end plate is re
moved. 

All dimensions of the various test sections have a tolerance 
of ±0.05 mm. 

Instrumentations 
Three small-gage thermocouples are used to measure the 

temperature of the naphthalene in the bottom wall of the test 
section during a mass transfer experiment. The junctions of 
these thermocouples are placed at strategic locations just be
neath the exposed naphthalene surface. The average surface 
temperature is needed to calculate the vapor density of naph
thalene at the measurement points. Another thermocouple at 
the entrance section measures the air temperature. A digital 
multichannel temperature indicator with a resolution of 0.1 °C 
reads the thermocouple outputs. 

The distribution of the local mass transfer on the bottom 
wall of the test section is determined by measuring the ele
vations at a grid of up to 3,277 points (see Fig. 4) with a Starret 
electronic depth gage before and after air is allowed to flow 
through the test section, at the beginning and at the end of a 
test run, respectively. The electronic gage has a range of ±0.2 
mm and a resolution of 0.0001 mm. A coordinate table enables 
the traversing of the naphthalene-coated bottom wall in two 
perpendicular directions in a horizontal plane relative to the 
sensor of the electronic gage, which is mounted rigidly on a 
platform. The platform is affixed to the stationary base of the 
coordinate table and can be raised or lowered slightly. The 
coordinate table is equipped with two step motors that are 
controlled with a programmable indexer. In the electronic gage, 
the deflection of the tip of the sensor is converted to a voltage 
output that is proportional to the deflection. A microcomputer 
is programmed to read the voltage output from the electronic 
depth gage 40 times over a period of less than 1 second, take 
the arithmetic average, and record the average. 

To determine the rates of mass transfer from the 40 pin fins, 
the pin fins are weighed one at a time with a Sartorius electronic 
balance before and after air is allowed to flow through the 
test section, at the beginning and at the end of a test run, 
respectively. The balance has a range of 0-32 g and a resolution 

of 0.01 mg (or a range of 0-160 g and a resolution of 0.1 mg). 
Similarly, to determine the regionally averaged mass transfer 
from the channel walls, the eight top wall segments are weighed 
one at a time at the beginning and at the end of a test run. 

Fifteen and eight pressure taps are installed along two straight 
lines parallel to the two side walls on the top wall of the pressure 
measurement test section. The taps along the two lines are 
located at x/X = 1.0, 2.0, 3.0, . . . , and at x/X = 2.0, 4.0, 
6.0 respectively. Two additional pressure taps are located 
on the top wall at the test section entrance. The local pressures 
at these taps are measured with respect to the atmospheric 
pressure with a U-tube manometer. 

The pressure drop across the orifice and the gage pressure 
at the tap upstream of the orifice in the flow meter are measured 
with a water or mercury U-tube manometer, or an oil inclined 
manometer, depending on the measurement range. Atmos
pheric pressure is measured with a mercury barometer. 

Experimental Procedure 
After casting the various components of the mass transfer 

test section walls, the components are sealed in plastic storage 
bags and allowed to reach equilibrium with the laboratory 
overnight. After casting the 40 pin fins, they are placed in a 
plastic container with 40 separate compartments. On each com
partment of the container is marked the position of each pin 
fin when it is installed in the test section. The casting phase 
of a mass transfer experiment usually lasts 4 to 5 hours. 

At the beginning of the experiment, the local elevations at 
a grid of points on the naphthalene surface of the bottom wall 
of the test section are measured. Since the local elevation meas
urements are automated, the weights of the 40 pin fins (and 
those of the eight top wall segments in some experiments) are 
measured one at a time with the electronic balance during this 
time. The weights of up to five additional pins are measured 
for the estimation of the mass losses due to natural convection 
during the measurement period. 

The test section is designed such that the walls can be as
sembled and disassembled quickly, and that the test section 
can be attached to and detached from the entrance section by 
simply tightening a few small cap screws. Once the test section 
is affixed to the entrance section, adhesive tape is used on the 
outside surfaces of the test section at the interfaces between 
adjacent walls to ensure that there is no air leakage during an 
experiment. 

By opening a control valve, air is allowed to flow through 
the test flow loop.at a predetermined rate for a period of 
between 30 minutes and 1.5 hours, depending on the overall 
air mass flow rate. The duration of an experiment is determined 
for a given air flow rate in a series of preliminary experiments 
to ensure that the mass transfer from the naphthalene surfaces 
changes the surface elevations enough to minimize the uncer
tainty of the local measurements but not excessively to change 
the flatness of the naphthalene surfaces and the roundness of 
the pin surfaces (and thus, the flow cross section) significantly. 

The pressure drop across the orifice flow meter is monitored 
and recorded periodically. The naphthalene surface temper
ature and the air temperature are also recorded several times 
during the experiment. The gage pressure upstream of the 
orifice and the atmospheric pressure are read at the beginning 
and at the end of the experiment. 

At the conclusion of the mass transfer experiment, the con
trol valve is closed and the duration of the experiment is re
corded. The test section is detached from the flow loop and 
disassembled. The local measurements are repeated, and the 
pin fins (and the top wall segments) are weighed again. 

Auxiliary experiments are conducted to determine the mass 
losses from the channel walls and the top wall segments due 
to natural convection during the time required to assemble and 
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disassemble the test section and to measure the local and re
gional mass transfer. 

Data Reduction 
The local mass transfer coefficient, hm, is defined as 

h„ (1) 
(Pw-Pb) 

where m" is the rate of mass transfer per unit area, pw is the 
local vapor density at the naphthalene surface, and pb is the 
local bulk density in the flow. The mass flux at any measure
ment point is calculated from 

(Az 
zPs At 

(2) 

where ps is the density of solid naphthalene, Az is the measured 
elevation change at the measurement point, and At is the elapsed 
time of the test run. 

The regional mass transfer coefficient for a wall segment or 
a pin is defined as 

h„ 
(Pw-Pb) 

(3) 

where the average mass flux is evaluated from the measured 
change of the mass of the segment or the pin, the area of the 
exposed naphthalene surface on the wall segment or the pin, 
and the elapsed time of the test run. 

The vapor density at the naphthalene surface is determined 
from the vapor pressure-temperature relationship for naph
thalene (Ambrose et al., 1975) and the ideal gas law, based on 
the measured naphthalene temperature. In the straight-flow-
only case, the bulk density in the flow is evaluated by dividing 
the cumulative mass of naphthalene that is transferred to the 
airstream per unit time from the wall and pin surfaces up to 
the measurement point, the segment, or the pin of interest, by 
the volumetric rate of air flow. Since the mass transfer from 
the two naphthalene-coated side walls is not measured, in the 
calculation of the cumulative mass of naphthalene in the air-
stream, the span wise-averaged side wall mass flux is approx
imated as the spanwise-averaged top and bottom wall mass 
flux at a given location. The cumulative mass of naphthalene 
in the airstream is generally very small; therefore, pb is much 
smaller than pw (the maximum value of pb occurs at the channel 
exit; its value never exceeds 4.8 percent of that of p J , and the 
approximation for the side wall mass transfer does not cause 
significant errors in the evaluation of the mass transfer coef
ficients (even a 20 percent error in the estimated value of pb 

will cause only up to 1 percent error in hm or hm). 
In the ejection-flow case, the volumetric flow rate decreases 

in the straight flow direction. The volumetric flow rate at any 
cross section in the straight flow direction in the channel is 
not known. To obtain the distribution of the average volu
metric flow rate at a channel cross section, the rate of flow 
through each ejection hole must be determined. By measuring 
the pressure drop across each ejection hole and assuming is-
entropic flow (the friction coefficient for each hole is dependent 
on the flow rate and is not known), the rate of air flow through 
each hole may be calculated. Such an estimation of the rates 
of air flow through the ejection holes and the distribution of 
the air flow rate in the channel, however, may be subjected 
to substantial errors. Since pb is not small compared with pw 

near the straight flow exit, where the volumetric flow rate of 
air may be very small, the rough estimation of the volumetric 
flow rate will result in a high degree of uncertainty in the 
distributions of the local and regional mass transfer coeffi
cients. 

To evaluate the local and regional mass transfer coefficients 
for the ejection-flow case, the local bulk density is replaced 
with a pseudo-local bulk density calculated by assuming a 

constant mass flow rate in the channel (that is, no flow ejection). 
With this assumption of constant mass flow rate in the channel, 
pb is again very small compared with pw (up to 4.8 percent of 
pw near the channel straight flow exit) and the distributions of 
the local and regional mass transfer coefficients are lower than 
corresponding distributions based on the actual local bulk den
sity. _ 

Should hm or h,„ be calculated with the bulk density at the 
channel entrance, which is equal to zero, the values of hm or 
hm would have been lower only slightly (no more than 3.6 
percent near the channel straight flow exit). If the distributions 
of the local and regional mass transfer coefficients for the 
ejection-flow case were obtained by estimating the local bulk 
density and volumetric flow rate with a rough model described 
above (by estimating the rates of mass flow through the holes, 
assuming a constant friction coefficient for all holes), the dis
tributions would be up to 12 percent higher near the straight 
flow exit. 

The local Sherwood number is a dimensionless mass transfer 
coefficient defined as 

c , h,„D /Sc 
ShD = = hmD[ — 

a \ v 
(4) 

where D is the pin diameter, a is the diffusion coefficient, Sc 
is the Schmidt number (Sc = 2.5 for naphthalene in air), and 
v is the kinematic viscosity of air. Similarly, the regional Sher
wood number is defined in terms of the regional mass transfer 
coefficient. 

The Reynolds number is defined as 

ReD = 
pumaxD mD 

H nM 
(5) 

where in is the mass flow rate of air at the pin fin channel 
entrance, v4min is the minimum flow cross-sectional area in the 
pin fin channel, and /i is the dynamic viscosity of air. 

The local and regional Sherwood number results are com
pared with the Sherwood number for fully developed flow in 
a smooth channel, given by the Dittus-Boelter equation: 

Sh0,M = 0.023Re^Sc0" (6) 

The overall pressure drop across the pin fin channel and the 
local pressure relative to the exit pressure are normalized with 
the dynamic pressure and are, respectively, defined as 

APU 
Pinlet Pexit 

= 1 0 

APlncal — 
Plocal~Pexit 

1 

(7) 

(8) 

: /OWmaxW 

where ,/V is the number of pin rows in the test section and is 
equal to 16. 

The pressure drop across the orifice does not fluctuate more 
than ±2.0 percent during any of the test runs. The orifice is 
rated at ±1.0 percent accuracy. The uncertainty of the total 
mass flow rate through the test section is estimated to be ±1.7 
percent (Kline and McClintock, 1953). Using Eq. (5), the es
timated uncertainties of ±1.0, ±3.5, and ±2.2 percent for 
the properties of air, the minimum area, and the pin diameter, 
respectively, the maximum uncertainty of the calculated Reyn
olds number is ±4.6 percent. 

For a 0.56°C variation of the naphthalene surface temper
ature, there is approximately a 6.0 percent change in the local 
naphthalene vapor density, using the vapor pressure-temper
ature relationship of Ambrose et al. (1975). Each of the meas
ured naphthalene surface temperatures varies by less than this 
amount for any test run. The bulk vapor density is generally 
small compared with the wall vapor density. Although the value 
of the bulk vapor density depends on the approximation of 
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Fig. 5 ShD/] distributions, channel with smooth walls 

the average mass flux on the side walls as that on the top and 
bottom walls, the wall/bulk density difference has an estimated 
maximum uncertainty of ±6.3 percent. Using Eqs. (1) and (3) 
and an uncertainty of ±5.0 percent for the mass fluxes, the 
uncertainties of the local and average mass transfer coefficients 
are conservatively estimated to be ±8.0 percent. As a result, 
the local and averaged Sherwood numbers are accurate to 
about ±8.4 percent. 

Similarly, the overall and local pressure drops are estimated 
to be accurate to ±4.5 percent. 

Presentation of Results 
The local Sherwood number, ShDA, for flow in a 7.5:1 straight 

rectangular channel with smooth walls, normalized with the 
corresponding value of Sh0iDh from Eq. (5), is plotted as a 
function of x/Dh in Fig. 5. The calibration data are for Re0/, 
» 30,000 and are obtained along four axial lines along y/H 
= 3.75, 4.75, 5.75, and 6.75. The expected asymptotic drop 
of Sh0//Sho„D/, toward a value of 1.0 with increasing distance 
from the channel entrance is the result of the development of 
the concentration boundary layer. No significant spanwise var
iation of the local Sherwood number is evident. The ShflA/ 
Sh0,BA distributions for test runs with two other values of ReDh 
are similar to those of ReDh « 30,000 and are not shown. The 
calibration data, along with all regional and local results to be 
presented here, are available in a dissertation by McMillin 
(1992). 

The regional mass transfer results for turbulent flow in a 
pin fin channel are given in Figs. 6 and 7 for ReD « 10,000, 
30,000, and 60,000. Two regional Sherwood numbers are de
termined, respectively, from the average mass transfer from 
the exposed surfaces of (a) the top and bottom walls and (b) 
the five pins, separately, over a two-row segment of the pin 
fin channel. The two regional Sherwood numbers are plotted 
as functions of the distance from the channel entrance that is 
normalized with the pin spacing in the straight flow direction, 
x/X. 

Figure 6 displays the regional results for the straight-flow-
only case (with no side wall ejection). For all three Reynolds 
numbers, an initial increase of Shfl from the entrance to the 
third and fourth pin rows in the second segment is followed 
by a gradual decrease from the third segment toward the chan
nel exit. This trend is consistent with previously reported data, 
for example, Metzger et al. (1982). The distributions of the 
row-averaged heat/mass transfer coefficient are believed to be 
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caused by the increasing-then-decreasing turbulence intensity 
along the pin fin channels. Metzger and Haley (1982) and 
Simoneau and VanFossen (1984) measured the turbulence in
tensities in rectangular channels with short pin fins and pre
sented results that showed a peak in the turbulence level at the 
third pin row to the fourth pin row. It is observed that the 
relatively low mass transfer from the walls in the "unob
structed" regions between the pins in the first row as the 
concentration boundary Layer develops also contributes to the 
relatively low values of Shfl on the channel walls in the first 
segment. 
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In the case of a smaller value of ReD, the ShB distribution 
is lower and has a steeper slope beyond the third segment. The 
larger drop of the ShD distribution beyond the second segement 
in the case of a smaller value of ReD was also observed by Lau 
et al. (1991). The present regional results also compare rea
sonably well with the heat transfer results of Metzger et al. 
(1982) and Lau et al. (1991), and the mass transfer results of 
Chyu (1990), although the test sections for the studies are all 
different. 

For the range of ReD studied, the pin mass transfer coef
ficient is 15 to 30 percent higher than the corresponding wall 
mass transfer coefficient. Higher heat/mass flux from the pins 
than that from the walls has also been reported in the literature. 
VanFossen (1982) estimated that the pin heat transfer coef
ficient was about 35 percent higher than the wall heat transfer 
coefficient; Metzger et al. (1982) and Chyu (1990) showed that 
the pin heat/mass transfer coefficient is about 10 percent higher 
than the wall heat/mass transfer coefficient. Thus, all studies 
have shown that the regional pin heat/mass transfer coefficient 
is higher than the corresponding regional wall heat/mass trans
fer coefficient. The discrepancies among the results in these 
studies are due to the differences in the test section configu
rations and boundary conditions, and the accuracies of the 
various experimental methods. 

The regional results for the ejection-flow case are presented 
in Fig. 7. Comparing corresponding Sherwood numbers in the 
ejection-flow case and in the straight-flow-only case shows that 
the values of Shfl in the ejection-flow case are consistently 
lower. The difference between corresponding values of Shp in 
the two cases increases steadily with increasing x/X. The lower 
ShD values in the ejection case are due to the decreasing rate 
of mass flow of air in the channel as x/X increases. As in the 
straight-flow-only case, the values of the pin Sherwood number 
are consistently higher than those of the wall Sherwood num
ber. The ratio of the pin Sherwood number to the wall Sher
wood number is generally in the range of 1.07 to 1.20. Thus, 
it appears that the turning of the flow toward the ejection holes 
on one side wall also reduces the difference between the mass 
fluxes on the pins and on the walls. 

Although it is interesting to see that the ratio of the pin 
Sherwood number to the wall Sherwood number is reduced 
when there is side wall flow ejection, the Shp results are av
eraged over a segment with two rows of pins and do not tell 
how the mass transfer coefficient varies on the exposed surfaces 
of the pins and the walls. Results show that the average mass 
flux on the pin nearest the side wall with the ejection holes in 
an odd-numbered row (with three pins) is always higher than 
those on the other two pins in the same row, while the average 
mass fluxes on the other two pins are about the same. The 
differences among the mass fluxes on the three pins in an odd-
numbered row decrease with increasing distance from the en
trance. Near the straight flow exit, the mass fluxes on the three 
pins in an odd-numbered row are about the same. 

The average mass fluxes on the pins in any even-numbered 
row (with two pins) are lower than those on the three pins in 
the odd-numbered row immediately upstream, as a result of 
the lower average flow velocity past the two pins. With flow 
ejection, the average mass flux on the pin closer to the ejection 
holes is slightly higher than that on the other pin in the same 
row near the channel entrance. Farther downstream, no dif
ference between the mass fluxes on the two pins in an even-
numbered row is observed. The local results to be presented 
next show that the turning of some of the flow toward the 
ejection holes also causes the mass flux on the exposed surfaces 
of the walls to be higher near the ejection holes. 

The rate of mass transfer from the exposed surface of the 
bottom wall is determined at a uniform grid of 3277 points, 
along 29 lines with 113 measurement points on each line. The 
distance between adjacent points is 1.59 mm. At the base of 
a pin, four measurement points are located right at the interface 
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between the naphthalene and the socket for the insertion of 
the pin; the mass transfer coefficients at the points are not 
determined. The mass transfer data at eight other points nearest 
the base of a pin may be subjected to a relatively higher degree 
of uncertainty, since these points are only 0.37 mm from the 
outer edge of the aluminum socket while the depth gage probe 
has a spherical tip with a diameter of 1.59 mm. 

The distributions of the local mass transfer coefficient in 
the straight-flow-only case and in the ejection-flow case are 
obtained for ReD « 10,000, 30,000, and 60,000. The local 
results are presented as two-dimensional distributions of a 
relative Sherwood number, defined as 

S h Shg-0.25Sh0,g/, 
flSh0,D/,-0.25Sh0,,D/, 

where a = 3.0, 2.4, and 2.1 for ReD = 10,000, 30,000, and 
60,000, respectively. The constants a and 0.25 in the definition 
of Shr are chosen such that Shr = 1.0 when Sh^ > oSho^/,, 
and Shr = 0.0 when Shfl < 0.25 Sh0D;,. Between the upper 
and lower limits, Sh,. varies linearly with Shfl. For a given Refl, 
the majority of the Shfl data falls between 0.25 and a times 
the corresponding Sh0,£>/,. 

To facilitate the graphic presentation ofthe two-dimensional 
local mass transfer distribution, the value of Shr at a meas
urement point is given in terms of the size of a square whose 
center is located at the measurement point. In the measurement 
region over 11 rows of pins on the surface of the bottom 
channel wall, a grid of 29 x 113 squares is plotted, with the 
largest possible size of a square indicating that Shr =1.0 and 
a very small square Shr = 0.0. By defining Shr as in Eq. (9) 
and by presenting the local results in terms of a grid of squares 
whose sizes are proportional to the values of Shr at the meas
urement points, it is possible to compare the local mass transfer 
distributions on the channel walls in the straight-flow-only case 
with those in the ejection-flow case. 

In Figs. 8(a), 8(b), and 8(c), the Sh,. distributions are given 
for straight flow through the pin fin channel with ReD = 
10,000, 30,000, and 60,000, respectively. In all three cases, the 
Shr distributions are symmetric with respect to the midplane 
of the channel. The local mass transfer near the pins in the 
first several rows is generally higher than that near the pins in 
the rows further downstream. In the first row, however, the 
local mass transfer between two pins is very low. The local 
mass transfer decreases with increasing x/X as the mass con-
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STRAIGHT FLOW ONLY 

Fig. 9 Detailed Sh„ distribution in a focused region, straight-flow-only 
case 

centration boundary layer grows and then increases rapidly as 
the two pins in the second row are encountered. The low mass 
transfer between two pins in the first row lowers the average 
wall mass transfer in the first and second rows. 

Comparing Figs. 8(a) and 8(c), the local mass transfer be
tween the pins in the first row increases more abruptly im
mediately upstream of the pins in the second row in the lower 
ReD case. The values of Shr in the lower Refl case are generally 
higher in the next several rows and lower in the rows farther 
downstream than those in the higher ReD case. The generally 
more gradual drop of the local mass transfer with increasing 
x/X when ReD is larger than when ReD is small is consistent 
with the regional results. 

In the first several rows, the mass transfer is very high im
mediately upstream of a pin and decreases gradually along the 
base of the pin as the flow negotiates around the base of the 
pin. Along any line through the centers of two pins in two 
consecutive odd-numbered or even-numbered rows, the local 
mass transfer increases in the main flow direction, reaches a 
maximum, drops to a minimum gradually, and then increases 
to a large value immediately upstream of the downstream pin. 
The approximate locations of the local maximum and mini
mum coincide with the regions of high and low turbulence 
intensities downstream of a pin in a staggered array observed 
by Simoneau and VanFossen (1984). 

The local mass transfer in the region between two pins in a 
row is generally low. The local mass transfer in the wake regions 
downstream of the two pins near the side walls in an odd-
numbered row (with three pins) is higher than that in the wake 
region downstream of the pin in the middle of the row. The 
flows around the two outer pins also appear to turn toward 
the side walls, as shown by the asymmetry of the wake regions 
downstream of the two pins. The resistance for air to flow 
through the narrower spaces between the outer pins and the 
side walls is larger than that for air to flow through the wider 
spaces (with twice the minimum cross-sectional area) between 
the pins. The larger flow resistance between the two pins in 
the next row (resulting from the 25 percent smaller minimum 
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cross-sectional area) compared with that between the pins and 
the side walls also contributes to forcing the flow to turn toward 
the side walls and away from the pin in the middle of the odd-
numbered row, reducing the mass transfer on the channel wall 
around the middle pin. 

Figure 9 gives a close-up look of the detailed distribution 
of the local mass transfer around the bases of four pins between 
the second and the fourth rows (1.5 < x/X < 3.5 and 0.5 < 
y/S < 1.5) in the ReD « 30,000 case. The local mass transfer 
in the focused region is obtained at 1701 points (a grid of 21 
x 81 points with spacings between points of 0.79 mm and 
0.40 mm, in the spanwise and straight flow directions, re
spectively). The very large values of ShD immediately upstream 
of a pin and the slightly lower values around the upstream 
half of the base of a pin give the locations of high mass transfer 
on the wall near the pin. Figure 9 clearly shows that, along 
y/S = 0.5 and 1.5, the local mass transfer downstream of the 
two points at x/X = 2.5 increases, reaches a maximum, and 
drops to a relatively flat minimum gradually. Although not 
shown in the figure, the local mass transfer then increases to 
a large value immediately upstream of the two downstream 
pins at x/X = 4 . 5 , similar to the abrupt increase of Sh^, im
mediately upstream of the two pins at x/X = 2 . 5 . The slightly 
higher mass transfer downstream of the pin at x/X = 2.5 and 
y/S = 0.5 than that downstream of the other pin in the same 
row appears to be caused by the aforementioned turning of 
the flow toward the side wall. 

The Shr distributions in the ejection-flow case are presented 
in Fig. 10. The distributions are significantly different from 
those in the straight-flow-only case, although they also retain 
some of the features of the straight flow distributions. The 
turning of some of the flow toward the ejection holes and the 
decrease of the rate of mass flow with increasing distance from 
the channel entrance are evident. The mass transfer in the half 
of the channel closer to the side wall with the ejection holes 
is generally higher than that in the opposite half of the channel. 
The regional mass transfer drops with increasing distance from 
the channel entrance much faster than that in the straight-
flow-only case. In the several rows near the channel entrance, 
the mass transfer is always higher near the base of a pin closer 
to the side wall with the ejection holes. The trend continues 
in the rows farther downstream, although the degree of asym
metry appears to decrease with increasing distance from the 
channel entrance. 
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Fig. 11 Detailed ShD distribution in a focused region, ejection-flow case 

Despite the turning of a portion of the main flow (toward 
the side wall with the ejection holes) to exit through the ejection 
holes, the flow around the pin in an odd-numbered row nearest 
the solid side wall (the side wall with no ejection holes) turns 
toward the solid side wall. As in the straight-flow-only case, 
this is due to the large flow resistance between the solid side 
wall and the closest pin in an odd-numbered row and the 
slightly larger flow resistance between the two pins in the next 
even-numbered row (caused by the 25 percent smaller minimum 
cross-sectional area). 

As in the straight-flow-only case, the local mass transfer is 
determined at a grid of 21 x 81 points in a rectangular region 
between the pins in the second row and the pins in the fourth 
row in the ejection-flow case with Re0 » 30,000. The detailed 
Shfl distribution is given in Fig. 11. The distribution clearly 
shows that the loss of cooling air through the ejection holes 
lowers the mass transfer coefficient around the bases of the 
four pins. Comparing the Sho distributions in Figs. 9 and 11, 
the values of Shfl around the front half of each pin are lower 
in the ejection-flow case than in the straight-flow-only case. 
Downstream of the outer pin in the third row (the pin at x/X 
= 2.5 and y/S = 0.5), there is a region of high mass transfer, 
indicating the turning of the cooling air toward the ejection 
holes. Otherwise, the Shfl distribution in Fig. 11 has many of 
the features of that in Fig. 9: a relatively low mass transfer 
region between two pins in a row; a local peak at a distance 
of about one pin diameter downstream of a pin in the odd-
numbered row with three pins (at x/X = 2.5) but a relatively 
flat region downstream of a pin in the even-numbered row (at 
x/X = 1.5). 

The overall and local pressure drop results are presented in 
Figs. 12 and 13, respectively. The normalized overall pressure 
drop across the channel decreases with increasing Reynolds 
number in both the straight-flow-only case and the ejection-
flow case. At any Reynolds number, the value of APtotai in the 
ejection-flow case is 10 to 30 percent higher than that in the 
straight-flow-only case. Thus, it requires more pumping power 
to supply a given mass flow rate of cooling air through a pin 
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Fig. 13 Local pressure distribution in test channel 

fin channel with ejection holes than through the same channel 
without ejection holes (with a wide open straight flow exit 
only). 

The local pressure in the straight-flow-only case decreases 
linearly with increasing distance from the channel entrance. 
The local pressure in the ejection-flow case decreases with 
increasing x/X near the channel entrance and levels off to 
almost a constant value when x/X > 8.0 and x/X > 4.0 for 
Re'D ~ 10,000 and 70,000, respectively. The leveling off of the 
local pressure distributions (that is, the decrease of the absolute 
value of the pressure gradient along x/X) is the result of the 
decrease of the mass flow in the channel. Since the rate of 
mass flow through an ejection hole is driven by the local pres
sure drop across the hole, the rate of ejection mass flow is 
expected to be high near the channel entrance, and low and 
relatively constant near the straight flow exit. In both the 
straight-flow-only case and the ejection-flow case, the AP^ai 
distribution is higher when ReD is small than when ReD is large. 
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Conclusions 
Mass transfer experiments are conducted for turbulent air 

flow through a rectangular pin fin channel whose interior sur
faces are mass transfer active. The staggered 3 x 2 pin fin 
array in the channel has H/D = 1.0, X/D = S/D = 2.5 and 
the Reynolds number ranges from 10,000 to 60,000. The dis
tributions of the mass transfer coefficient are obtained are 
obtained for straight flow through the pin fin channel and for 
flow through the pin fin channel with small ejection holes in 
one side wall and at the straight flow exit of the channel. The 
following conclusions are drawn: 

1 In the straight-flow-only case, the average pin mass trans
fer coefficient over a segment of the channel with two pin rows 
is 15 to 30 percent higher than the corresponding average wall 
mass transfer coefficient. When there is side wall flow ejection, 
the regionally averaged pin mass transfer coefficient is only 7 
to 20 percent higher than the corresponding average wall mass 
transfer coefficient. 

2 The turning of the flow toward the ejection holes causes 
generally higher wall mass transfer near the side wall with the 
ejection holes and lower wall mass transfer near the opposite 
solid side wall. 

3 Flow ejection through holes in one side wall lowers the 
mass flow rate of air in the channel. The continually decreasing 
mass flow rate along the channel causes the mass transfer 
coefficient to drop significantly toward the straight flow exit 
of the channel. 

4 In both the straight-flow-only case and the ejection-flow 
case, the wall mass transfer is generally high around the base 
of a pin. In the ejection-flow case, the turning of the flow 
toward the ejection holes causes the wake regions behind the 
pins near the side wall with the ejection holes to be asymmetric. 

5 For straight flow through the 3 x 2 pin fin array, the 
wall mass transfer around the bases of the two off-centered 
pins in a row of three pins is generally higher than that around 
the base of the pin in the middle as the flow seeks paths with 
the least resistance. Along the center line through correspond
ing pins in consecutive odd-numbered or even-numbered rows, 
the wall mass transfer increases with increasing distance from 
the upstream pin, reaches a maximum, decreases to a mini
mum, and then increases abruptly immediately upstream of 
the downstream pin. 

6 In the straight-flow-only case, the local pressure de
creases linearly along the pin fin channel. In the ejection-flow 
case, the local pressure decreases initially along the pin fin 
channel but levels off to almost a constant value downstream 
of the eighth pin row. 

Since the test section and the conditions of the present in
vestigation are chosen to model the cooling of the tail region 
of a gas turbine blade and the distribution of the mass transfer 

coefficient is analogous to that of the heat transfer coefficient, 
the results and conclusions given here are applicable to the 
design of pin fin cooling passages in gas turbine blades. 
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Heat Transfer and Turbulence in a 
Turbulated Blade Cooling Circuit 
The aerothermal performance of a typical turbine blade three-pass turbulated cooling 
circuit geometry was investigated in a 1 OX plexiglass test model. The model closely 
duplicated the blade's leading edge, midchord, and trailing edge cooling passage 
geometries. Steady-state heat transfer coefficient distributions along the blade pres
sure side wall (convex surf ace) of the cooling circuit passages were measured with 
a thin-foil heater and a liquid crystal temperature sensor assembly. The heat transfer 
experiments were conducted on rib-roughened channels with staggered turbulators 
along the convex and concave surfaces of the cooling passages. Midchannel axial 
velocity and turbulence intensity measurements were taken by hot-wire anemometry 
at each passage end of the three-pass cooling circuit to characterize and relate the 
local thermal performance to the turbulence intensity levels. The near-atmospheric 
experimental data are compared with results of a Computational Fluid Dynamics 
(CFD) analysis at the operating internal environment for a IX rotating model of 
the blade cooling circuit and other turbulator channel geometry heat transfer data 
investigations. The comparison between the measurements and analysis is encour
aging. Differences with other heat transfer data appear reasonably understood and 
explainable. 

1 Introduction 
To design and maintain high-pressure turbine blade airfoil 

acceptable metal temperatures and material life, many modern 
gas turbine blades are internally cooled by circulating com
pressor air through multipass rib-roughened passages. The ser
pentine passages are connected by 180-deg turns, which may 
or may not be equipped with ribbed turbulence promoters. 
The trailing edge passage has trailing edge holes, which dis
charge air to cool the blade trailing edge and thus deplete the 
cooling air flow rate as it proceeds from the passage base 
toward the tip of the airfoil. Knowledge of the local enhance
ments of the heat transfer coefficient distributions and the 
associated frictional pressure losses as a function of the flow 
parameters, the passage geometries, and turbulence promoter 
geometries is essential for gas turbine designers to produce 
efficiently cooled airfoils. 

In the stationary investigations reported in the literature, 
the internal cooling passages have been approximately modeled 
by either square or rectangular channels having two opposite 
walls equipped with turbulence promoters. Han et al. (1978) 
undertook a systematic investigation of the heat transfer and 
friction losses in ribbed rectangular channels with two parallel 
plates. Metzger et al. (1983) investigated the effect of various 
rib configurations in a rectangular duct. Han and Lei (1983), 
Han et al. (1985), and Han (1984) conducted tests in a square 
duct and developed correlations to predict the average friction 
factor and the local and average Stanton number as a function 
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logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 17, 1992. Paper No. 92-GT-187. Associate Technical 
Editor: L. S. Langston. 

of the flow characteristics and the passage and turbulence 
promoter geometries as well as the angle of attack between the 
flow direction and the turbulence promoter ribs. Han and Park 
(1986) measured the local heat transfer coefficients on the 
ribbed and smooth side walls of a square channel, thus pro
viding information on the local heat transfer coefficient dis
tributions. Taslim and Spring (1987, 1988,1991) used stationary 
rectangular turbulated passage geometries and studied the ef
fect of passage aspect ratio and various rib geometries. Their 
turbulator height-to-passage hydraulic diameter ratios were 
larger than the previous investigations. Taslim et al. (1991) 
extended the stationary work on high blockage turbulators ribs 
to an investigation of rotating Coriolis heat transfer effects. 
Han and Park (1988) and Han (1988) extended their work to 
rectangular channels with turbulence promoters and presented 
correlations for the frictional pressure losses and heat transfer 
data. Although developing flow and heat transfer data have 
been obtained (Han and Park, 1986, 1988), there is no quan
titative correlation that characterizes the straight duct entrance 
effects for turbulated walls. 

In typical airfoils with multipass cooling circuits, the radial 
passages have curved turbulated side walls and cross-sectional 
aspect ratios, which vary considerably along the passage from 
root to tip. The passage cross sections also change in shape 
from the leading edge to the midchord. The blade trailing edge 
passage becomes nearly triangular in shape and generally has 
a very low aspect ratio cross section. Multipass cooling circuits 
have 180-deg turns, which connect the consecutive passages. 
The local variations in the heat transfer coefficients upstream 
and downstream of the turns, their range of influence, and 
the pressure head losses associated with the turns are also 
important factors to be investigated, Boyle (1984) studied the 
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local heat transfer coefficients and the pressure losses asso
ciated with smooth and turbulated square passages with sharp
180-deg turns. The first passage of the two-pass serpentine
cooling circuit, fed through a 90-deg turn at the entrance,
resulted in strong entrance effects. The local heat transfer
coefficient enhancements obtained were high and similar for
the turbulated and smooth duct configurations. Metzger et al.
(1984) and Metzger and Sahm (1986) studied the pressure losses
and local heat transfer coefficients as a function of the channel
geometries, the aspect ratios of the passages before and after
the turn, and the flow Reynolds numbers in smooth rectangular
channels with a sharp 180-deg turn. Metzger et al. (1988) ex
tended their investigations to rib-roughened channels with rec
tangularcross sections. In addition to the turbulated ducts
they also studied the effect of radially oriented turbulence
promoters on the top and bottom walls of the 180-deg turns.
Han et al. (1988) measured detailed mass transfer distributions
around sharp 180-deg turns in a two-pass cooling circuit with
smooth and turbulated square channels using the naphthalene
sublimation technique. This provided detailed data between
two consecutive turbulators and in the different regions of the
180-deg turn. Chyu (1991), using the same sublimation tech
nique, measured heat transfer in two- and three-pass circuits
with sharp 180-deg turns.

The trailing edge channels of typical serpentine blade airfoil
designs have the cooling air entering the channel at the base
and discharging through the tip and a multitude of trailing
edge holes distributed along the channel. The cooling air is
thus depleted along the channel with the complex flow distri
bution and varying passage geometry affecting the local heat
transfer coefficients. Lau et al. (1989) investigated such a flow
configuration in a pin-fin channel with several ejection holes.

The effects of free-stream turbulence on the local heat trans
fer coefficient distributions for the gas side surfaces of the
turbine blades have been well recognized and several systematic
investigations have been and are being carried out to evaluate
its relative importance (Moffat and Maciejewski, 1985; Zerkle
and Lounsbury, 1989; Krishnamoorthy and Sukhatme, 1989).
As noted detailed heat transfer studies have been conducted
to characterize the effect of geometric parameters and flow
variables on the performance of channels with rib roughnesses.
However, there are no known measurements, but some CFD
information (Fodemski, 1988) relating the turbulence intensity
levels generated by these surface roughnesses in the cooling
passages.

In the present investigation detailed distributions of the local
steady-state heat transfer coefficients were measured along the
convex turbulated wall (blade pressure side) of a lOX scaled

Fig. 1 Turbulated serpentine blade lOX test model

three-pass cooling circuit model with curved walls and actual
design features of a typical serpentine blade. Axial midchannel
velocities and turbulence intensity measurements were also per
formed in the same model at six discrete locations, Le., each
channel end to relate with the local heat transfer observations.
Comparisons of the measured midchannel turbulence meas
urements and surface heat transfer coefficients were made with
an adiabatic CFD analysis of the actual blade three-pass ser
pentine at engine operating conditions and a correlation with
other turbulator geometry heat transfer data investigations.

2 Experimental Setup
The test rig consists of a high-pressure air supply, a flow

control valve, a calibrated venturi meter, and the three-pass
serpentine passage test section.

The test section shown in Fig. I consists of a three-pass
serpentine passage including a 90-deg bent inlet between the
supply chamber and the leading edge passage, a turbulated

Nomenclature

Ah heater total area kMylar thermal conductivity of Tf air bulk temperature
Ahp portion of heater area in Mylar TLC liquid crystal temperature

contact with air til air mass flow rate To supply chamber air temper-
A min minimum flow area or open • Amin/Amax aturem

area NUSD smooth duct Nusselt Tw wall temperature
Amax maximum full flow area number Tu percentage of midchannel
AR aspect ratio = bla NUt turbulated wall Nusselt turbulence intensity

a passage width (turbulated) number ULocal midchannel time-averaged
b passage height (smooth) n Reynolds number exponent local axial flow velocity
cp specific heat P channel cross-sectional u

,
fluctuating velocity

D local hydraulic diameter perimeter Vnc hot-wire DC volts
without ribs Pr Prandtl number Vrms hot wire rms volts

e turbulator rib height Q total power dissipated by v velocity
h heat transfer coefficient heater x distance
ht turbulated wall heat trans- q net uniform heat flux ex = rib-to-flow angle

fer coefficient Re flow Reynolds number I-t viscosity
k turbulent kinetic energy based on hydraulic diameter p density,

kAlr air thermal conductivity s turbulator pitch ~MYlar thickness of Mylar layer
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100% Flow 

Fig. 2 Typical cross section, comparing the 10X model with the blade 
geometries, and model core projection onto the concave surface with 
test flow distribution 

180-deg sharp turn between the leading edge and the midchord, 
another 180-deg (smooth) turn between the midchord and the 
trailing edge. The trailing edge passage has twelve trailing edge 
holes. Small bleed holes were drilled at the tip wall of the three 
passages. Varying height staggered turbulence promoters were 
placed on the two opposite chordwise walls of the passages 
and fan-mounted radial rib roughnesses exist at the first 180-
deg turn as indicated in Fig. 2. 

The test section model is a 1 OX scale of a typical serpentine 
cooling circuit. The camber or twist of a typical airfoil design 
was eliminated and the pressure side curved wall of the airfoil 
was approximated with two arcs of circles. The wall curvatures, 
the passage cross section shape, and aspect ratios are typical 
for small turbine blades. Figure 2 shows the core projection 
of the model base outline of the entrance region, the leading 
edge, midchord, and trailing edge channels and the two 180-
deg turns with the specific turbulence promoter locations. The 
plexiglass test sections with the machined channels were po
sitioned on a hardwood (mahogany) base as illustrated by the 
pitch-section EE. The broken lines represent the blade cast 
channel shapes while the solid lines represent the machined 
shapes of the test model. 

The heat transfer coefficient distributions on the convex wall 
of the turbulence promoted serpentine passage were deter
mined using a liquid crystal element over a thin-foil heater 
(Simonich and Moffat, 1982) as illustrated in Fig. 2. The one-
wall heating was selected in order to accommodate easy pho
tographic recordings of the heated surface. Tests performed 
with air by Sparrow et al. (1966) and with water by Kostic and 
Hartnett (1986) have shown that for smooth ducts with non-
symmetric heating, the heat transfer coefficients measured for 
the heated wall were respectively 15 to 8 percent lower than 
the uniformly heated case. The 25.4 cm wide 30.2 cm long 
thin-foil heater consisted of a 0.0013 cm Inconel layer deposited 
on a 0.005 cm Kapton back. Two copper electrodes were de
posited along the length of the heater element parallel to the 

channel axial direction. The thin-foil heater was calibrated by 
applying a voltage across the electrodes and measuring the 
voltage distribution to assure uniformity of constant heat flux. 
The liquid crystal element had an active range from 35 to 40° C 
and was calibrated in a well-mixed uniform temperature water 
bath. The yellow color of the liquid crystal spectra occurred 
at 36.4°C within an accuracy of 0.1°C. The thin-foil heater 
was held against the wood base by a double-sticking tape with 
the liquid crystal-covered Mylar sheet taped onto the heater 
surface. Leakage between the neighboring channels and the 
external channelwalls and ambient was prevented by " o " ring 
seals placed in grooves under the separating walls shown in 
Fig. 2. The plexiglass test section was clamped onto the wood 
base by means of a metallic assembly shown in Fig. 1. 

The top surfaces of the plexiglass block were cut at the 
appropriate angles and polished in order to permit normal 
observation of the passage bottom areas for photographic re
cordings. Turbulence promoters consisting of plexiglass square 
ribs were glued on the convex and concave surfaces of the 
channels at the design positions in a staggered configuration. 
The leading edge channel had seven turbulence ribs placed at 
a pitch of ten turbulence promoter heights and two double-
the-size at a pitch of five. The last promoter before the first 
180-deg turn was tapered. Three radial ribs at 40, 90, and 140 
deg with respect to the inlet flow direction were glued on the 
convex bottom liquid crystal-heater assembly-wood wall while 
radial ribs at 15, 65,115, and 165 deg were glued on the concave 
top wall (plexiglass surface). The midchord passage had two 
larger turbulence ribs at the tip, followed by six smaller ribs 
to accommodate the cross-sectional area changes along the 
midchord passage. The trailing edge channel had the larger 
chordwise tapered ribs extending along the low-aspect-ratio 
rectangular cross section. All the promoter ribs along the pas
sage were square (except the trailing edge), sharp-cornered, 
and normal to the flow direction. 

The thin-foil heater DC power supply was measured by 
means of a voltmeter connected across the two copper elec
trodes and a shunt measuring the current. To determine the 
local heat transfer coefficient distributions for the given flow 
Reynolds number, the dissipated heat flux was increased in 
specified steps. When steady state was reached, the color field 
of the liquid crystal surface was recorded photographically. 
Iso-h contours for a multitude of heat fluxes were obtained 
by sweeping through a given heat flux range covering the first 
appearance and disappearance of the yellow color. The iso-h 
contours were then superimposed onto a composite sketch 
shown in Fig. 3. 

The near-ambient heat transfer tests were conducted at the 
blade design Reynolds number, which scales to an air mass 
flow rate of 0.016 kg/s, resulting in a mean Reynolds number 
of 23400 at the leading edge and midchord passages. At this 
flow rate the Reynolds numbers in the trailing edge passage 
varied between 16,000 at the root to 4400 near the tip discharge 
area. 

Turbulence intensity measurements were performed at six 
strategic midchannel locations: one in each end of each passage 
shown in Fig. 2. Location 1 is at the inlet of the leading edge 
passage between the second and third ribs while location 2 is 
at the end of the same passage between the two last ribs before 
the first 180-deg turn. Location 4 is at the inlet of the midchord 
passage downstream of the 180-deg turn, while location 3 is 
at the exit of this passage before the second 180-deg turn. 
Locations 5 and 6 are at the inlet and exit of the trailing edge 
passage. 

3 Data Reduction 
3.1 Turbulence Intensity. Adiabatic time-averaged axial 

velocity and turbulence intensity measurements were per-
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First 180 Deg 

T 9.6xW3<h, < 2.5X10-2 W/cm2C 
Flow In 

Fig. 3 Model lest three-pass serpentine passage convex surface iso-
heat transfer coefficient distributions at design Reynolds number 

formed with a DISA Type 55D05 portable battery-operated 
constant-temperature anemometer, using a hot wire as a trans
ducer. The DC output of a DISA Type 55D Linearizer, cor
responding to the time-averaged axial velocity, was measured 
with a FLUKE 8050A Digital Multimeter. The rms values of 
the output corresponding to the velocity turbulence in the axial 
direction were measured with a Hewlett-Packard 3456A Digital 
Voltmeter. The percentage of turbulence intensity was calcu
lated from 

Tu = 100 ~ = 100 =f— (1) 
*DC " loca l 

where Vtms or u' represent the local midchannel velocity fluc
tuations and VDC and ULoca\ are representative of the mid-
channel local mean flow velocities. The voltage integration 
time was set to 1.667 s/sample. Ten samples were recorded 
and averaged for the rms value of the voltage. The hot-wire 
anemometer measures the quantity (pv), or mass velocity where 
p is the local density. To evaluate the local velocities from the 
hot-wire calibration curves, it was necessary to establish the 
density (temperature and pressure) at the points of measure
ment, to perform the necessary density corrections. 

A series of adiabatic tests was performed where the pressure 
drops across the various measurement locations were recorded 
as a function of air flow rate. These tests provided the necessary 
information to find the local pressure for each air flow rate 
at the specific location. With the knowledge of the inlet air 
temperature, the density correction was applied to each velocity 
measurement. 

3.2 Heat Transfer. The heat transfer data consisted of a 
series of photographs showing the yellow color iso-h lines 
obtained at an ascending heat flux while all the other flow 
parameters remained constant. The local turbulated heat trans
fer coefficients were evaluated from 

where q is the net uniform heat flux dissipated by the foil 
heater, T„ is the wall temperature, and 7} is the local air bulk 
temperature. The net heat flux (q) was determined from the 
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measured DC voltage across the foil heater, the DC current 
passing through it, and the total foil heater area, Ah. The 
radiation losses from the heated wall were neglected in Eq. (2) 
and in the following calculations, since it was estimated to be 
less than a few percent of the measured average convective 
heat transfer coefficients. 

The local air bulk temperature was evaluated from the energy 
balance, 

' Tf=T0 + £-4* (3) 
Ah mcp 

where T0 is the supply chamber air temperature, 7}is the local 
air bulk temperature, Q is the total power dissipated by the 
foil heater, Ahp is the inlet-to-local heater area in contact with 
the flowing air, m is the air mass flow rate, cp is the specific 
heat of air, and Ah is the total foil heater area. To evaluate 
the local bulk temperature, further assessment was required 
of the air mass flow distribution through each passage with 
the air flow discharged through the eight holes at the tip region 
and the twelve trailing edge slots. A flow network of the ser
pentine circuit was analyzed by using a one-dimensional flow 
circuit analysis program. Results of the percent inlet flow dis
tribution are shown in Fig. 2. 

The local heat transfer coefficients are based on the local 
surface wall temperatures (Tw), while the temperatures indi
cated by the yellow color of the liquid crystal exist at a point 
underneath the Mylar sheet. The liquid crystal 36.4°C tem
perature is extrapolated to the Mylar surface temperature from 
the relationship 

A-^Mylar 

TLC~ TW _ ^Mylar ,£, 

TLC~TJ 1 AxMylar 
" ^Mylar 

In Eq. (4) TLC is the liquid crystal yellow color temperature, 
Tm is the wall temperature in Eq. (2), 7}-is the local air bulk 
temperature calculated from the energy balance Eq. (3), h is 
the local heat transfer coefficient, and the Mylar conductance 
A:Myiar/AjcMylar was evaluated to be 1447.9 W/m2°C for Mylar 
sheet thickness of 0.013 cm. 

The nondimensional turbulated heat transfer results (h,D/ 
^Mr) were compared with the fully developed smooth duct 
turbulent pipe flow heat transfer, 

NuSD=0.023Re°-8Pr0-4 (5) 

in terms of an enhancement factor, NU,/NUSD, where Pr is the 
local bulk Prandtl number for air, and Re is the flow channel 
hydraulic diameter Reynolds number without ribs. 

To estimate the errors expected in the heat transfer coeffi
cients calculated from Eq. (2) an uncertainty analysis was per
formed following the methodology suggested by Kline and 
McClintock (1953). The typical percent error in the heat trans
fer coefficients was found to be less than 2 percent. 

4 Results 
4.1 Heat Transfer Coefficients. Nine iso-h lines were 

photographically recorded for each passage as illustrated in 
Fig. 3. They were obtained at a flow rate of 0.016 kg/s at nine 
ascending heat fluxes. The recorded maximum and minimum 
and area-averaged Nusselt numbers for the leading edge, mid-
chord, and trailing edge passages are shown in Figs. 4(a), 4(b), 
and 4(c), as a function of the dimensionless distance x/D, where 
x is the axial distance measured from the channel inlet and D 
is the local hydraulic diameter. The local ranges of Nusselt 
numbers between two consecutive turbulence promoters are 
presented as bars with the minimum recorded value corre
sponding to the first appearance of the yellow color and the 
maximum recorded value to the last appearance of the same 
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the air thermal conductivity and viscosity. The turbulated wall
Nusselt numbers were assumed to be proportional to the Reyn
olds number to the power n (Nuoc:Re"). The Reynolds number
exponents for the leading edge, midchord, and trailing edge
passages were taken from Fig. 6, which is a plot of the exponent
n as a function of a dimensionless geometric parameter (2e/
(b - 2e», where e is the turbulator rib height and b is the
passage height. The results of Fig. 6 (squares) were obtained
from a compilation of data presented by Taslim et al. (1991)
for high and low blockage rib-roughened passages. The re
spective exponents for the leading edge, midchord, and trailing
edge passages ranged from 0.52 to 0.59, which are lower than
the classical value of 0.8.

The CFD average results (Marinaccio, 1990, 1991), of the
coarse (dark bullets) and fine (open circles) mesh density are
compared with the lOX measurements in Figs. 4 and 5 at several
locations along the three passages. The 8X fine-mesh leading
edge average results agree quite reasonably with the average
data at the leading edge passage (Figs. 4a and 5a). The coarse
mesh results are generally lower than the data. The comparison
of fine-mesh and coarse-mesh CFD results with measurements
illustrates the importance of proper mesh density for complex
separating flows where increased ,density improves the wall
velocity gradient definition and near-wall turbulent kinetic en
ergy generation and thus heat transfer ~oefficient prediction.

color along each channel and turn. The area-averaged heat
transfer coefficients presented as open squares were calculated
from the detailed iso-h lines in Fig. 3. Figures 5(a), 5(b), and
5(c) show the local turbulated coefficient enhancement factors
relative to the fully developed turbulent coefficients in smooth
pipes (Eq. (5». The missing values at some specific locations
in Figs. 4 and 5 are due to the metallic structure blocking the
direct view of the area. The highest enhancement factors eval
uated are due to turn-entrance effects and turbulated flow
conditions existing after each run. The maximum length-to
diameter ratios for the three channels vary between seven and
ten. Therefore it is expected that the flows in the leading edge
and midchord passages probably do not have sufficient length
to become fully developed and to recuperate from the three
dimensional effects introduced by the sharp turns. This is sub
stantiated in Fig. 7 discussed below along with a separate
remark about the trailing edge passage flow.

A CFD analysis of the cooling circuit passages was per
formed with the STAR-CD code (Marinaccio, 1989, 1990,
1991), by modeling the actual full-size blade cooling circuit
operating under operational engine pressure, temperature, and
rotational conditions (nonbuoyancy). The tip holes present in
the existing blade were not modeled in this analysis. Since the
CFD calculations and the present experiments were not con
ducted for similar conditions, the CFD Nusselt and theap
proximately 2: 1 off-design Reynolds numbers were adjusted
to account for the geometric scaling, the air flow rates, and

CFD BLADE AND LEADING EDGE MODELS
Marinaccio (1989, 1990, 1991)

Fig.4(a) Leading edge channel heat transfer distribution with distance
from the Inlet. Comparison 01 model turbulated convex surface maxi·
mum, minimum, and average measurements with blade CFD average
predictions.
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An approximate evaluation of the rotational effects for the 
CFD case, based on data existing in the literature (Wagiier et 
al., 1991; Host, 1987), shows that the effect of rotation on the 
average Nusselt numbers on the leading and trailing channel 
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outflow angled pressure side surfaces of the passages should 
be expected to be less than 10 percent of the stationary case, 
considering the leading and trailing channel cross-section shal
low angles relative to the direction of rotation, and on the 
insignificant difference on the midchord in-flow channel after 
the 180-deg turn. 

Figure 7 is a compilation of data for fully developed tur
bulated channel enhancement factors (Nu(/NuSB) measured 
with rectangular staggered (Taslim et al., 1991; Taslim and 
Spring, 1991; Metzger et al., 1983, 1988), rectangular in-line 
(Metzger et al., 1983; Burggraf, 1970; Han and Lei, 1983; 
Han, 1984; Han and Park, 1985) and circular tubes (Koch, 
1960) plotted versus the passage geometric parameter of (1.0 
- Amin/Amm). 4̂min and Amm

 a re the minimum and maximum 
flow cross-sectional areas. The ratio 04minA4max) equals (1 -
2e/b) for a rectangular channel and (1 - 2e/D)2 for a circular 
channel, e is the turbulator height, b is the rectangular passage 
height, and D is the circular tube diameter. For the present 
comparison the data considered were for a rib pitch-to-rib 
height ratio of ten (s/e = 10), for a flow-to-rib angle of ninety 
degrees (a = 90 deg) and for a flow Reynolds number of 10 . 
Since the present heat transfer data were taken at Reynolds 
numbers different from 104, the measured enhancement factors 
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Fig. 8 Average midchannel axial velocity at Location 1 (inlet of the 
leading edge channel) versus flow Reynolds numbers 

were scaled for this comparison. The test leading edge (open 
squares) and midchord (open triangles) enhancement factors 
shown in Fig. 7 are higher than the fully developed turbulated 
channel values. This observation substantiates the previous 
remark that the flows in the leading and midchord channels 
apparently do not have sufficient passage length to generate 
fully developed heat transfer coefficients. The heat transfer 
performance of the trailing edge passage was not compared 
with previous investigations because the flow distribution is a 
complex phenomenon due to the presence of the trailing edge 
holes and because the turbulence promoters were rectangular 
and tapered in shape and had a pitch-to-average rib height 
ratio of 6.6 instead of 10 (as specified in Fig. 7). 

4.2 Axial Velocities and Turbulence Intensities. Figure 8 
shows the measured passage centerline axial velocities at Lo
cation 1 (Fig. 2) as a function of the local flow Reynolds 
numbers. The flow Reynolds numbers varied between 2000 
and 55,000 and were calculated from: 

4m 
Re = — 

PfX 
(6) 

where P is the cross sectional perimeter of the channel location. 
Figure 8 also shows the local average axial velocities calculated 
from the measured air mass flow rate, local pressure and local 
flow area. The lower velocities were calculated with the passage 
full flow area without accounting for the presence of the tur
bulence promoters. Higher velocities were evaluated by sub
tracting the rib areas from the total passage flow area. The 
measured axial velocities are approximately 15-20 percent 
higher than the average velocities with the open area between 
the ribs. Local velocity measurements for the other measure
ment locations, 2 to 5, are very similar in nature and thus will 
not be presented. The axial midchannel turbulence intensities 
measured (based on the local axial velocity) at locations 1,2, 
and 4 are presented in Fig. 9 as a function of the local flow 
Reynolds numbers. The turbulence intensities at Location 1 
have an average value of 0.1 (10 percent) and do not show a 
strong variation with the Reynolds number. The increasing 
turbulence intensities generated by the staggered ribs up to 
location 2 decreased about 25 percent from about 0.2 to 0.15 
with increasing Reynolds numbers. The turbulence intensities 
at Location 4 decreases also about 25 percent from 0.4 to 0.3 
as the Reynolds numbers increase an order of magnitude from 
4900 to 46,400. Location 4, located downstream of the first 
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Fig. 9 Midchannel axial turbulence intensity at locations 1, 2, and 4 
versus Reynolds numbers 
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Fig. 10 Midchannel axial turbulence intensity at location 3, 5, and 6 
versus Reynolds numbers 

180-deg turn of the serpentine circuit, shows a much higher 
turbulence intensity level than the first two locations, 1 and 
2, and suggests an explanation for the higher heat transfer 
coefficients downstream of the turbulated turn in Fig. 4(b). 

The midchannel turbulence intensities measured at Loca
tions 3, 5, and 6 are shown in Fig. 10 as a function of the 
local flow Reynolds numbers. At Location 3, the level is almost 
identical to station 2, which is at the exit of the first outflow 
channel and the decrease again is about 25 percent from 0.16 
to 0.12 as the Reynolds numbers increase from 4000 to 63,000. 
The decrease is less pronounced than the one observed at Lo
cation 4, which was at the inlet of the midchord passage after 
the first 180-deg turn. The turbulence intensities measured at 
location 5 decrease about 40 percent from 0.29 to 0.18 as the 
Reynolds numbers increase from 2750 to 42,050. While the 
decrease in the turbulence intensity with the Reynolds numbers 
is stronger at locations downstream of 180-deg turns (Locations 
4 and 5), the turbulence level downstream of the turbulated 
tip turn (Station 4) is more than 50 percent higher than the 
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Tu 
MEASURED Test Re (%) 33.0 
MEASURED CFD Re (%) [30.0] 

_AVERAGE CFD (%) (32.0) 

Table 1 Comparison of axial turbulence intensities 

54.0 
[52.0] 
(53.0) 

20.0 
[19.0] 
(17.0) 

r^ 

Fig. 11 Comparison of the midchannel measured average axial tur
bulence intensities (Tu) at the heat transfer test and CFD Reynolds 
number, and CFD analysis 

unturbulated root turn (Station 5). The turbulence intensities 
at Location 6, the trailing edge tip whose air is significantly 
depleted out the trailing edge holes, decreases from 0.7 to 0.5 
as the Reynolds numbers increased a fivefold order of mag
nitude. Figure 11 and Table 1 summarize the axial turbulence 
intensities measured at the six separate locations for the heat 
transfer test flow rate and Reynolds number. These are also 
compared with the CFD values to be discussed in Section 4.3. 

The trailing edge tip high turbulence intensities at Station 6 
shown in Table 1 and Fig. 11, with axial average velocities of 
less than 3 m/s at design Reynolds number of 4400, tend to 
illustrate why the heat transfer enhancement factors in Fig. 
5(c) remain high at the trailing edge tip. It is hypothesized that 
the high percent turbulence intensity is generated at Station 6 
not only by the high turbulator rib blockage at the very low 
channel aspect ratio (0.144), but by the propagation of high 
turbulence from the trailing edge root turn (19 percent) in 
conjunction with a 4:1 root-to-tip decrease in trailing edge 
channel axial velocity. These three factors in combination could 
potentially contribute to the observed high turbulence meas
ured. 

4.3 Comparison With CFD Analysis. Since the k-e model 
for turbulence used in the CFD code does not directly evaluate 
the axial turbulence intensities, the equivalent value of the axial 
turbulent intensities is calculated from the CFD midchannel 
turbulent kinetic energy (k) by the assumption of isotropic 
turbulence (Marinaccio, 1991a) where 

Tu = Axial Turbulence Intensity = 
(2/3fr)' 

t/Local 
-x 100 percent 

Location 

1 

2 

4 
3 
5 
6 

Measured 
Test Re (%) 

10.0 

18.0 

33.0 
13.4 
20.0 
54.0 

Measured 
CFD Re (%) 

10.0 

17.0 

30.0 
12.0 
19.0 
52.0 

CFD Range 
(*) • 

12.5-13.5 

10.5-19.5 
29.5-34.5 
6.5-13.5 

14.5-19.5 
27.5-78.5 

CFD Avg. 
(%) 

13.0 

15.0 
32.0 
10.0 
17.0 
53.0 

The comparison of the measured midchannel axial turbulence 
intensities at the six specific locations with those calculated by 

CFD, with a turbulence intensity of 5 percent at the inlet of 
the test section, is presented in Table 1. The comparison is 
made at the test and at the CFD calculated flow Reynolds 
numbers. The same information is also shown in Fig. 11. The 
differences in the measured turbulence intensities between the 
test and calculated CFD Reynolds numbers are relatively small. 

The CFD turbulence intensity results from Marinaccio 
(1991b) show significant variations in the turbulence intensities 
in the plane of the measurements. Since the measurements 
were performed with a hot wire having a small diameter and 
a width of around 3 mm, this finite dimension provided data 
on the turbulence intensities averaged over a finite area. The 
comparison in Table 1 is made with the turbulence intensity 
ranges and the average evaluated from the CFD analysis. 

The comparisons show that the measured and calculated 
values agree in magnitude and in trends. The turbulence in
tensities at the exit sections of the 180-deg turns are higher 
than at the inlet sections. Both Locations 4 and 5 show higher 
axial turbulence intensities than Locations 3 and 2. The tur
bulence intensity at Location 6 has the highest value. Meas
urements show a value of 0.52 while the CFD analysis averages 
around 0.53. These high-intensity percentages at the trailing 
edge tip suggest a sustaining velocity turbulence from the root 
180-deg turn and turbulators, coupled with a substantial de
crease in channel average velocity after the inlet flow is depleted 
to the trailing edge slots. 

5 Summary and Conclusions 
Turbulated passage convex surface detailed heat transfer 

coefficients using the liquid crystal technique, and inlet and 
exit midchannel axial turbulence intensities were measured in 
a 10X plexiglass model of a three-pass serpentine turbine blade 
cooling flow circuit at design Reynolds number. 

Enhancement factors of measured average heat transfer 
coefficients between ribs above smooth pipe fully developed 
coefficients show that the relatively short passage lengths after 
the turns appear to maintain the flows in a continuously de
veloping mode when correlated and compared against single-
channel fully developed comparable data. 

The high measured turbulence intensities of over 50 percent 
at the exit bleed flow tip region of the trailing edge passage 
suggest the reason for the relatively high heat transfer coef
ficients measured even at low Reynolds numbers. The turbulent 
intensity measurements reasonably confirm the CFD analysis 
distributions and support the explanation for the much higher 
heat transfer coefficients measured in the 10X model trailing 
edge tip in a disappearing flow region. These observed phe
nomena tend to explain the lack of turbine blade temperature 
distress in the trailing edge cavity low-flow tip region. 

The higher turbulence intensities in the exit regions of the 
180-deg turns relative to the turbulence intensities measured 
in the inlet of the turns, again, point to the apparent reason 
for the higher measured heat transfer enhancements, even at 
lower exit than inlet Reynolds numbers. 

The 10X model stationary heat transfer and turbulence in
tensity data, compared with the CFD IX rotating blade model, 
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indicate that the level and trends in the three-pass serpentine 
passage with 180-deg turns are in reasonable agreement. The 
sample levels of the axial midchannel turbulence intensities at 
the channel inlet and exit locations are close to the average 
values of the midchannel CFD analysis. 
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